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1 Introduction

from the research community due to their potentials in a
wide range of applications such as environmental sensing,

Wireless sensor networks (WSNs) are formed by large number ba.ttlleﬁeld sensing an.d hazard leak detection. Wh.en these
of wireless micro-sensors that can sense the environment and m}nlature sensor devices are fiepIOyeq to the. environment
send data towards information sinks autonomously (Akyildiz with potential eavesdroppers, information delivery must be

et al.,, 2002). WSNs have attracted significant interests protected with keys. Due to the lack of trusted servers
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nearby (for public/private key schemes), secret key schemes
are considered to be more viable to protect such local
communications. The question is how to deliver such secret
keys to the communicating nodes.

In 2002, Eschenauer and Gligor proposed a random key
pre-distribution technique. In this technique, each sensor pre-
loads a subset of keys (key ring) from a large key pool
before deployment. Some secure connectivity will then be
in place after deployment. It has been shown that when the
size of the key ring and the size of the key pool are chosen
carefully, the neighbouring sensors will have a non-negligible
probability of sharing common keys. With such shared keys,
the neighbouring nodes can establish secret link key securely
(Eschenauer and Gligor, 2002). The scheme has been extended
and investigated by researchers in several research groups
(Chan et al., 2003; Du et al., 2005; Liu and Ning, 2003;
Huang et al., 2007; Huang and Medhi, 2007; Fu et al., 2008;
Deng and Han, 2008; Liu et al., 2009; Mittal and Novales,
2010). However, other local links are still disconnected on the
security plane. The lack of such secure links can be thought
as intentional. This is because a higher local connectivity (on
the security plane) would mean higher vulnerability and lower
network resilience, as shown in Eschenauer and Gligor (2002)
and Du et al. (2005).

In this work, we focus on the issue of delivering secret
link keys from a source to multiple neighbours that are
disconnected from the source on the security plane. We
call such neighbours of the source as insecure neighbours.
Eschenauer and Gligor suggested to use the secure multi-
hop path scheme to deliver such secrets (Eschenauer and
Gligor, 2002). In their scheme, the secret is disclosed to all
the nodes on the path. If any of these nodes is compromised,
the secret is disclosed to the adversary. Instead, we propose
a new technique called cooperative secret delivery (CSD)
that identifies several bridge nodes to help deliver secret link
keys to these neighbours. The novelty of our scheme is to
deliver multiple keys with the use of these bridge nodes and
regular routing paths instead of multi-hop secure paths, each
of which is formed by a sequence of nodes sharing keys with
the direct neighbours. Since the secret link keys are delivered
cooperatively by the bridge nodes in the CSD scheme, key
disclosure probability is significantly lower compared to other
delivery techniques.

We expect our scheme to be implemented in networks
where the source node needs to securely communicate with
all its physical neighbours. Disclosure of any information
sent from the source poses a security threat. An example
is the cluster-based WSNs where the cluster head needs to
communicate with the sensors in its neighbourhood. Even
though similar techniques have been used in other areas such
as routing, there has never been any similar approach in secret
delivery in key pre-distribution.

Our paper is organised as follows: in Section 2, we present
the multiple secret key delivery problem and our CSD scheme
design. We analyse the performance of the CSD scheme
in communication cost and secret disclosure probability in
Section 3. An evaluation of the proposed CSD scheme is
presented in Section 4. Section 5 summarises related work
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and the state-of-the-art in the field. We summarise our work
in Section 6.

2 The CSD scheme

2.1 Problem formulation

Figure 1 illustrates the problem of delivering multiple secret
link keys to neighbouring nodes. Node S has several physical
neighbours, which include nodes A, B, C, D, E, F and G,
clockwise. The solid lines in Figure 1 represent both security
and physical connectivity. The dotted lines represent only
physical connectivity. Therefore, links S-B, S-E and S-G are
disconnected on the security plane. Nodes B, E and G are
termed ‘insecure neighbours’, A;,, of node St

In order to secure the data transmission between node S
and all its neighbours with symmetric encryption/decryption
technique, we need to establish a secret link key for each of
the physical links connecting node S. In Figure 1, the secret
link key between node S and nodes A, C, D and F can be set up
easily with the shared keys. However, it is more challenging
for node S to establish secret link keys with nodes B, E and G.

Figure 1 Illustration of the security connectivity around node S.
Solid lines connect nodes that are direct neighbours and
share at least one common key. Dotted lines connect
physical neighbours but they do not share any common
key. Nodes Z1, Zs, - - - Z, are the bridge nodes, which
share keys with node S and some of the insecure
neighbours. Such security connectivity is represented
with dashed lines. The connectivities of node Za, - - - Z-
are omitted for clarity (see online version for colours)

Problem statement (Delivery of multiple secret link keys):
When random key pre-distribution techniques are employed
in WSNE, it is possible that sensor nodes do not share keys
with several neighbouring nodes. In order to establish secure
communication for these links, secret link keys must be
delivered to these neighbours. How should these secret link
keys be delivered efficiently and securely?

Note that some existing delivery techniques, e.g., the
multi-hop secure path technique (Eschenauer and Gligor,
2002; Chan et al., 2003; Mishra et al., 2012) and the Babel
scheme (Deng and Han, 2007), can deliver these secret link
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keys from the source to the insecure neighbours. However,
some of these schemes can be easily disrupted by a single
compromised node (e.g., Chan et al. (2003)). Others may
suffer from Denial-of-Service (DoS) attacks (e.g., the Babel
scheme in Deng and Han (2007)). Instead, an efficient scheme
that is resilient towards node compromises and eavesdropping
should be designed. We further assume the network is not
sparse such that network partitions appear (Li et al., 2012).

2.2 The CSD scheme through an example

In this work, we propose the CSD scheme to deliver multiple
secret link keys towards the insecure neighbours. Our main
idea is to find several bridge nodes that share keys with the
source node and some of its insecure neighbours. These nodes
are termed bridge nodes, which will be employed to deliver
secret keys. All nodes in between only serve as passive routers
without knowing the secrets that they help to forward. We will
show that this approach improves efficiency, lowers the secret
disclosure probability as well as provides protection against
eavesdropping and DoS attacks.

We explain the CSD scheme through the example shown
in Figure 1. Formal presentations including algorithms will
be presented in Section 2.3. Denote the set of keys stored on
node ¢ as K;, as explained in Eschenauer and Gligor (2002).
We use the notations given in Table 1 in our example and in
pseudo-codes.

Table 1 The notations used in algorithms

the number of keys carried by each node

S source node

Nin set of insecure neighbours of S

m size of the set Ny,

T number of bridge nodes found and used
Z; the 4-th bridge node, ¢ € {1,2,...,7}
Kia keys carried by node ¢,

1 €{S}UNm,a€{1,2,..., 7}
[ Concatenation operation

{msg}x encryption of message msg using key K

Nia Nonce generated by node ¢ for its ath key, K; o

Cia Encrypted challenge by node ¢ for its
ath key, K; o

M. Message with the encrypted challenge by node
1 for its ath key, K

Ni/’a Response generated by a potential bridge node
towards N; o

Cla Encrypted response generated by a bridge node
for key K o

M, Message with the encrypted response by a bridge
towards node ¢ (K; q)

TTL time-to-live, the maximum number of hops for

a request message to travel

Node S collects the Message Authentication Codes (MACs) of
achallenge message based on each of the keysin Kg, K, Kg,
and K .2 These information are flooded in the network. While
flooding may introduce vulnerabilities for DoS attackers, we
argue that many network functions use flooding and, therefore,
mitigation techniques should be in place and are out of the
scope of this paper. Each overhearing node compares the

MAGC:s of the message based on its carried keys and those on
the overheard message. Only those nodes sharing a key with
the source and at least e portion of the insecure neighbours
will respond. As an example, we assume that node Z; satisfies
the above condition, i.e., node Z; shares at least one key with
node S and at least em of the insecure nodes (note that m
represents the number of insecure neighbours of node S). The
shared keys could be different or the same among such nodes.
It will respond and volunteer to serve as a bridge by replying
to node S. The reply message includes its response to each of
the challenges with the shared keys.

Every node that does not satisfy the shared key criteria
forwards the message by attaching its ID to the end of the
message (for path record). Controlled flooding is employed to
propagate the message, i.e., it may only travel up to a certain
number of hops, termed time-to-live (TTL). The message is
discarded when it has been forwarded TTL times.

Let us assume that node Z; shares keys with nodes S,
B, and G, but not with node E. Note that node Z; may be
physically multi-hop away from the source node. When the
reply from node Z; arrives at node S, it sends the reply to
the insecure neighbours, i.e., nodes B and G, for verification.
The corresponding insecure neighbours validate the responses
and ensure that the bridge node does share keys as claimed.
After the insecure neighbours verify such claims, they notify
node S, which will prepare secret components to be delivered
towards nodes B and G through node Z;. Such components
will be encrypted with the shared key between nodes S and
Zy.

Upon receiving the message with the encrypted secret
components, node Z; decrypts the message and re-encrypts
the secret components with the shared keys with nodes B and
G, respectively. For example, the secret component between
nodes S and B will be encrypted at node Z; with the common
key between nodes Z; and B. These re-encrypted secret
components are then returned to node S. Node S forwards the
encrypted secret components to nodes B and G, which decrypt
the secret link key components.

2.3 The CSD scheme

Assume that 7 of these bridge nodes exist and denote them as
node 7y, Zs, ... Z;. We further assume that bridge node Z;,
j €{1,2,--- 7} shares keys with node S and n; nodes in N,
and denote them as 41,152, - - - 45 5, - The details of the CSD
scheme are explained in the following:

Node S sends all the challenges from each i € \;, to
the entire neighbourhood. Assuming that each node Z;, j €
{1,2,--- 7} shares a key with node S and at least e portion of
nodes in Nj,,, it submits responses to the nodes in NV;,, that it
shares a key with. In particular, it submits a response to nodes
U515 05,25 Ly -

When these responses are received by node S, it distributes
them to each node in N;,,, which will verify the response and
reportresults to node S. Node S then prepares a matrix of codes
to be transmitted through these bridge nodes towards N;,. We
denote this matrix as M and its dimension is 7 X m, where
m = |Nin|. Specifically, M(j,¢) represents the codes to be
sent to Z; towards i € Njn. Note that only when Zjand i €
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Ny, shares akey and Z ; shares akey with node S, the element
M(4,14) is encoded. Otherwise, it is empty. The preparation
of matrix M is basically an encoding process, which we will
explain in Section 2.5.

Node S concatenates all non-empty elements on row j
and encrypts the result with the shared key between itself and
node Z;. This encrypted information is transmitted to node Z;,
which will decrypt and separate the elements. Z; then encrypts
the elements with the shared key with the corresponding
receiver of each of the elements, i € NV;,. The encrypted
results are then concatenated and encrypted with the shared
key between node Z; and S and are sent back to node S.? Node
S decrypts the secret and distributes each encrypted element to
their corresponding receiver, i € Nj;,. The new shared secret
between node S and node i € N;,, will be computed as

k(S,i) = F(1(i)), (1

where Z; and ¢ share a key, I(i) contains all non-empty
elements in the column corresponding to ¢, and F(.) is the
decoding function. A simple example for function F'(.) is
exclusive OR (XOR) of all components (see Section 2.5 for
details).

The pseudo-code of bridge node discovery in the CSD
scheme is shown through Algorithms 1-3. In particular,
Algorithm 1 prepares a broadcast message looking for bridge
nodes. Algorithm 2 explains how each node receiving such a
broadcast message should proceed. Algorithm 3 verifies the
responses from the potential bridge nodes.

Algorithm 1 Pseudo-code of challenge message
preparation
: for each i € {S} UN;, do
for each j € {1,2,...,A} do
Node 7 generates a nonce Nj ;
Node i computes the challenge message C; ; =

{ellgl1Ni 3} ke 5

[y

5: Node i prepares message M; ; = {i||C; ; }

6: Node 7 sends all M; ; to node S

7: end for

8: end for

9: Node S prepares MSG =
S|[TTL|| U M;

1€{SIUN;n,j€{1,2,... .2}
10: S broadcasts MSG

The pseudo-code of actual secret delivery in the CSD scheme
is straightforward after the preparation of matrix M, as
explained above. We omit the algorithm details due to page
limit.

Note that it might be tempting to include key indices in
message M; , to improve processing speed at the potential
bridge nodes. This would allow them to compare the
key indices with their own instead of trying all keys for
decryption. However, this information would also empower
the adversaries to selectively compromise some of the nodes.
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Algorithm 2 Pseudo-code for any node, e.g., node z, to
process a received MSG.
1: Node z decrypts Cs j, j € {1,2,..., A}, using all of
its keys.
2: if Node z has one key that decrypts Cg;, j €
{1,2,..., A}, successfully then
> Node z shares a key with node S

3: n<—20
: for each i € \V;,, do
5: if Node z has one key that decrypts C; j, j €

{1,2,..., A}, successfully then
> Node z shares a key with node i

6: n—n+1

7 end if

8: end for

9: if n > em then

> Node z can serve as a bridge node

10: for each shared key between z and ¢ € {S} U
Nin do

11: Node z decrypts C;, in M;; into N;;
using the shared key, K; ;

12: Node z generates response N, (e.g.,
N{;=Ni;+1)

13: Node z computes Cii=
(K IV b,

14: Node z prepares M| ; = {z||C] ;}

15: end for

16: Node z prepares MSG' =
2|l U Mi;

all ie{S}unN;, sharing keys with - Ks,

17: Node z sends MSG’ to node S, using the list
of attached IDs as routing information.

18: end if

19: end if

20: TTL «— TTL-1

21: if TTL > 0 then

22: z adds its ID to the end of MSG and forwards
MSG

23: end if

2.4 Discussions of the CSD scheme

Encrypted Transmission: All message transmissions between
nodes S and Z;, j € {1,2,---7} are encrypted with the
shared key between nodes S and Z, except the first broadcast
message.* This will protect the transmitted information from
being disclosed to a third party. Even though node Z; can
send all information to nodes B, E and G directly, transmission
through node S is preferred. This has two benefits: reducing
transmission overhead by putting all information into one large
packet; eliminating the need to find routes between node Z;
and nodes B, E and G. Note that this may introduce extra
energy consumption on the source node. However, since such
a delivery does not occur frequently, the battery drain should
not be a concern.
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Algorithm 3 Pseudo-code to verify bridge nodes.
Message MSG’ is received at node S.
1: S decrypts MSG’ using all its keys to find Kg ;, the
key shared between S and z
2: S decrypts Mg ; from node z and checks whether
response is valid.

> E.g., is Né,j = Ng; +17
if response is valid then
S forwards ]\/[i” ; to the corresponding i € Nin
for each i € N;,, that receives M ; do
Node i decrypts C; ; in M/ ; using all its keys
to find the shared key with node z.

@ gk w

7 Node i checks whether response is valid.

8: if response is valid then

9: Node 7 sends confirmation to S

10: end if

11: end for

12: if S receives confirmation for each Mfi”j in MSG
then

13: S accepts z as a bridge node

14: else

15: S rejects z as a bridge node

16: end if

17: end if

Selection of € and availability of bridge nodes: The selection
of € affects the performance of the CSD scheme. A large ¢
may find very few or zero number of bridge nodes; a small €
increases the workload of the source node and the transmission
overhead due to extra packet headers. In an extreme, when
em = 1 and there is one insecure neighbour, the scheme is
similar to the scheme in Li et al. (2005) with £k = 1. When € is
small, bridge nodes can be found in the close neighbourhood
of node S, as we have relaxed the requirement of asking a
bridge node to share keys with node S and every node in NV;,.
We will investigate the effect of € on 7 in Section 4.

Communication cost: Because of the less restrictive selection
criteria as compared to the common bridge nodes in the Babel
scheme (Deng and Han, 2007), it is more likely to identify
bridge nodes that are close to the source and its insecure
neighbours. Therefore, the communication cost of searching
for bridge nodes and sending secret key information are low.
Combining secret key components of different nodes into one
message before sending them to a bridge node will further
reduce communication overhead caused by packet headers
and trailers. In addition, we argue that our proposed scheme
will only be used when a source node needs to send secret
to multiple insecure neighbours, which usually occur in a key
initialisation process. Such an infrequent usage limits the extra
transmission overhead caused by our scheme. Communication
cost will be further investigated in Section 4.

Packet transmission failures: Wireless communication
may experience transient transmission/reception failures.
Therefore, the bridge node searching packets or replies may
fail to reach their destination. In order to alleviate such failures,
retransmissions of the bridge node search packets should be
sent. The number of retransmissions and timing depends on

the TTL value of each query and the chance of transmission
failure. Note that such retransmissions will naturally increase
transmission overhead and secret delivery delay.

Defense against eavesdroppers: The intention of the
eavesdroppers is to obtain the secret key information. The
CSD scheme makes eavesdropping rather difficult due to two
mechanisms that it employs: secret components are delivered
to bridge nodes through regular paths instead of any multi-hop
secure paths, in which all routers get to know the contents that
they forward; the receiver (insecure neighbour) XOR’es all the
received key components into a single secret link key. Because
of the XOR procedure, the eavesdroppers must compromise all
the bridge nodes that are helping to deliver the key components
to a particular insecure neighbour in order to re-construct the
secret link key. Compromising any of the regular routers will
not help (except that they would compromise more keys from
the key space).

Defense against DoS attacks: DoS attackers can modify or
interrupt secret component deliveries. Interestingly, the CSD
scheme is able to identify and ignore any modified secret
components. The procedure can be explained as follows: after
receiving the secret components from the bridge nodes, an
insecure neighbour performs a challenge-response check on
each of the components with the source. This will make sure
that none of the secret components has been modified. If any
secret component is suspected to have been modified, the
source and the insecure neighbour will simply ignore it in the
XOR process, i.e., they will only XOR other key components
but not this one. It is clear that this technique works unless
the attackers compromised all the bridge nodes. This check is
done by a coding scheme given in Section 2.5.

2.5 Coding schemes

There are different ways to prepare code matrix M (j,4) and
the combination function F' in equation (1). We provide a
technique as follows.

In designing the coding scheme, we need to consider
several important factors: capability of resisting DoS attacks
(message modification and/or message dropping), capability
of resisting eavesdroppers and transmission overhead. The
technique that we present below satisfies the first two
requirements and it has a tunable transmission overhead. Due
to the combined transmission of several elements in M, our
secret delivery scheme is inherently efficient with respect to
packet headers and underlying communication overhead.

In our scheme, all elements in M are randomly generated.
The F function in equation (1) takes the form of XOR and has
a unique form to screen and eliminate any modified elements
received at node i € Nj,. The screening process starts with
XOR’ing all received elements received at node ¢ and use
challenge-and-response technique to ensure all elements are
received correctly. This challenge-and-response takes place
between node S and node i. When the response from node ¢
fails the challenge from node S, node ¢ understands that some
elements must have been received incorrectly. A procedure to
identify modified elements starts:
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A straightforward method to identify the modified keys
is to perform challenge-and-response for each key received
by node i. Even though this method can identify all modified
keys, it has a high communication overhead and long delay. In
practice, there may be only a few modified keys. In this case,
a better procedure based on coding theory can be performed.
In the following, we demonstrate how to use a Hamming code
to identify one modified key. When m = 7, there are only
three checks to perform to identify the modified key instead
of 7 checks for the straightforward method. When m is larger,
the saving is more significant. For example, when m = 15,
there are only four checks required instead of 15 to perform
in the straightforward method. The test procedure for m = 7
is demonstrated as follows. Node ¢ and node S both XOR the
keys received from nodes Zy4, Z5, Zg, and Z7. Then they check
whether the resultant keys match. If they do, then set s; = 0;
otherwise, set s; = 1. Both nodes perform the same procedure
for keys received from Z,, Z3, Zg and Z7, determining the
value of so, and keys received from Zi, Z3, Z5 and Z7,
determining the value of s3. Then the value of s1, s2, s3 is the
binary representation of the index of common bridge that sent
the modified key.

For example, if s1 =1, so =1, s3 =0, Zg sent the
modified key to node . Actually, the rule to determine the
values of s;, 1 <4 < 3 comes from the parity-check matrix
H of the (7,4) Hamming code as follows:

0001111
H=|0110011
1010101

In general, for 2"~! — 1 < m < 27, a parity-check matrix
of the (2" — 1,2" — 1 — r) Hamming code (or its shorten
version) is required. The th column of the parity-check
matrix H can be arranged as the trans-pose of the binary
representation of . For example, when ¢ = 6, the sixth column
of H is (6)3 = (11 0)T. Arranged in this way, the decimal
representation of (sy, so, - - - , §;-) is the index of the erroneous
key. The way to calculate s; is to XOR the keys received from
nodes which are corresponding to non-zero elements in ith
row of H.

Once the modified elements are identified and eliminated,
both node S and node ¢ will XOR the rest of the elements
transmitted and received successfully and use the result as the
new secret shared between themselves. If more than one key
has been modified, the aforementioned procedure will fail to
identify them. Node i should use the straightforward procedure
to identify such modified keys with node S.

Note that binary testing can also be used to identify a
single compromised bridge and it has the same complexity
as the above scheme. For the scenarios with more than
one compromised bridges, more powerful codes can be
used, e.g., multiple-error correcting Bose, Chaudhuri, and
Hocquenghem (BCH) codes (Reed and Chen, 1999). Fast
decoding algorithms are available for the receiver to identify
compromised bridges.

The above scheme also helps node S to identify a potential
compromised bridge. When node S performs challenge-and-
response with the next insecure node, it can eliminate the keys
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forwarded by the potential compromised bridge. Hence, for
each compromised bridge, at most one insecure node must
perform the procedure to identify modified elements.

3 Analysis of bridge availability

We will estimate the average number of bridge nodes in order
to deliver secret link keys to the insecure nodes of the source
node S. Our analysis is based on the following system model:
assume that there are IV, keys in the key pool from which each
node chooses its A distinctive keys. Two nodes sharing more
than one common key will be able to set up a secure channel.
Assume there are N nodes in the sensor network. Suppose
that there are m > 1 insecure neighbours of node S, the source
node. Based on the definition of insecure neighbours, none of
these m nodes shares a common key with node S. N, is the
number of physical neighbours of node S, and N,,(TTL) is
the number of nodes that are within TTL-hop from node S.
For presentation purposes, we define the following events:

e Ilg,,: the event that node S has m insecure neighbours
e  Ug: the event that a node shares no key with node S

e ) _;: the event that a node picks A — b keys from a key
pool of size N, — A, while another node picks A keys
from the same key pool, and they do not share any key

e =, .: the event that a non-neighbouring node of node S
shares keys with node S and exactly c out of m insecure
neighbours of node S

e Ay the event that a non-neighbouring node shares
exactly b keys with node S

e I, . the event that a secure neighbour of node S shares
keys with exactly c out of m insecure neighbours of

node S

e Aj:the event that a secure neighbour of node S shares
exactly b keys with node S.

When event 1lg ,, occurs, we know that there are Ny —m
neighbouring nodes sharing at least a common key with node
S. For each non-neighbour node of node S, we compute its
chance of becoming a bridge node as the following
Ny m
Z Pr Hfn,c|1_[S,nL) . Pr(HS,m)y 2
m=1 c=[me]

where € is the portion of insecure neighbours with which the
potential bridge node must share keys before it can be a bridge
and [-] is the ceiling function.

Similarly, there are Ny — m secure neighbours of node S.
We compute the chance that each of these becomes a bridge
node as

Ng
,C|HS,m) : Pr(HS,m)v (3)

m
Z Pr(Z
=[m

€]

m:].c
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where some of the terms have been revised to include a star,
representing the secure neighbours.

We first focus on the non-neighbours. Obviously, the
probability depends on the value of ¢, or ¢ = [me]. For each
¢ = [me], - - - m, we compute the chance that this node shares
keys with exactly c of the insecure neighbours of node S as
well as node S itself. Such a probability can be calculated as
the conditional probability of different m.

And since there are N, (17T L) nodes within the TTL-hop
region, N, of which are neighbours of node S, the expected
number of bridge nodes from non-neighbours is

Ni(e) = (No(TTL) — Ng)g(e)
= (Nn(TTL) — Ng) -

Ny m

> Pr(Em.clllsm) - Pr(llgm). (4)

m=1 c=[me]

Since there are IN; — m secure neighbours (with probability
Pr(Ils,., )), the expected number of bridge nodes from secure
neighbours is

NQ
Ni(e)= > (Ng—m)-
m=1
> Pr(E;, [Msm) - Pr(lls,m) (5)

c=[me]
and the overall expected number of bridge nodes is
Nc(€) = Ni(e) + Ny (e). (6)

Now we compute the two probabilities in equation (4).

First, we shall calculate Pr(Ilg ,,). Recall that ¥ is the
event that there is no shared key between node S and another
node:

Pr(\I'Q) — (Np;)\)

(%)

(7N
Then we have
Ng m Ng—m
Pr(ils,) = (7 ) Prwa” 1 - Pr(s ) @)

The probability that a non-neighbouring node shares keys with
exactly cinsecure neighbours of node S and node S itself given
that node S has m insecure neighbours can be computed as

A—1
Pr(Em,c|HS,m) = Z Pr(Em,c|Ab7HS,m) .
b=1
Pr(Ab‘Hs_’m). (9)

The event of =,, . given A; and Ilg,, means that the non-
neighbouring node, e.g. node z, shares keys with exactly ¢
insecure neighbours of node S, given that node S has m

insecure neighbours and node S shares exactly b keys with
node z. Then it can be estimated as

Pr(EM,C|Ab7 HS,m) ~ (T) [PI‘(Q/\?b)]’m_C .
[1 = Pr(Qx-)], (10)

where Pr(€\_;) represents the probability of event 2_;
taking place, i.e., node z picks A — b keys from a key pool of
size N, — A, one of the insecure neighbours picks A keys from
the same key pool, and they do not share any key. We have

Np—A—(A—b)
Pr(—p) = ((Np/\_,\)) :
A

an

The events Ay and Ilg ,, are mutually independent since it
concerns different nodes (node z and the physical neighbours
of node S). Therefore, Pr(Ay|Ilg ,,,) can be computed as
follows:

O
(%)

In order to calculate equation (3), we use a similar approach,
except that some of the terms should be replaced with the those
with stars.

The probability that a secure neighbour shares keys with
exactly c insecure neighbours of node S given that node S has
m insecure neighbours can be computed as

Pr(Ab‘Hs,m) = Pr(Ab) = (12)

A—1
Pr(Sy, oMsm) = Y Pr(E, o|AF, Msm) -
b=1

Pr(A; | m). (13)

The event of =7, . given Aj and Ilg ,, means that a secure
neighbour shares keys with exactly c insecure neighbours of
node S, given that node S has m insecure neighbours and node
S shares exactly b keys with this secure neighbour. Then we
have the estimation as

—_ * m e
Pr(:m}c|Ab,H5,m) ~ <c> [Pr(Q_p)]™ ¢

[1—Pr(2x-)]% (14)

where Pr({2)_;) is given by equation (11).

The event A} given Ilg ,, means that, given that node S
has m insecure neighbours, a secure neighbour shares exactly
b keys with node S. We need to take care of the conditional
probability where this secure neighbour shares at least one key
with the source. Therefore, Pr(A7|IIg ,,,) can be computed as
follows:

Pr(Ay) () (%))

SR () - ()

Pr(Aj[1Ls ) (15)
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4 Performance evaluation

We used MATLAB in our simulations, in which N sensors are
randomly deployed to an area of 1000 by 1000 m?, i.e., each
node’s X and Y locations are chosen uniformly between 0 and
1000. Wireless transmission range is 100 m. Each node carries
A keys from a large key pool of size N,,. We chose one source
randomly and tried to establish a secret link key to each of its
security-disconnected neighbours. All results are the average
of 20 random runs. In our simulations, we used a simplified
circular connectivity model and an abstract of the physical and
networking models. Furthermore, we focused on key sharing
among different nodes. Therefore, simulations through NS2,
OPNET or other more complex simulators are unnecessary at
this stage.

4.1 Necessity and availability of bridge nodes

First of all, we demonstrate the number of secure/insecure
neighbours from a source for different sizes of key pool,
N, and node density, N, in Figure 2. As N, increases, it
is less likely to find secure neighbours and more neighbours
of the source become insecure neighbours (decreasing ng
and increasing n;). Based on the curves in Figure 2, n; and
ns change proportionally with N. The increased number of
insecure neighbours of the source require more bridge nodes
to deliver the secret link keys.

Figure 2 Comparison of the number of secure/insecure
neighbours of a source, ns, n;. A = 20 (see online
version for colours)
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Next, we study the availability of bridge nodes, which can be
used to forward the secret information from the source to the
insecure neighbours. These nodes must share a key with the
source and € portion of the insecure neighbours of the source.
We demonstrate the effects of € on the number of eligible
bridge nodes, ., in Figure 3.

Intuitively, N, should decrease as € increases because the
requirement is more restrictive. This is confirmed in Figure 3,
which also shows that the number of eligible bridge nodes
increases as there are more nodes in the network (increasing
N). For example, when € = 0.4, there are N, = 10,7, and 4
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eligible bridge nodes with N = 600, 400 and 200 nodes in the
network. Numerical results from analysis have been plotted in
Figure 3 and matched well with simulation results.

In order to compare the number of eligible bridge nodes
within different neighbourhood sizes, we present 77" L’s effect
on N, in Figure 4. As can be observed from Figure 4, N,
increases with TT'L because more nodes are considered. For
instance, when T"T'L is extended from 2 to 4, the number of
eligible bridge nodes almost triples. Note that the total number
of nodes within 7T L-hops should roughly quadruple if 77" L
doubles because of the 2D region.

Figure 3 Number of eligible bridge nodes, N.. € represents the
portion of insecure neighbours that must share keys with
before they become eligible. These nodes must share a
key with the source node as well. IV, = 1000, A = 20
and 7T L = 3 in these simulations, i.e., only the nodes
within three-hops from the source were considered.
Numerical results from analysis are plotted, labelled as
‘num’, and matched well with simulation results
(see online version for colours)
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4.2 Transmission overhead

Since the transmission overhead of our scheme depends
largely on how far the bridge nodes are away from the source
node and the insecure neighbours, we recorded the total hop
count from the source towards all the insecure neighbours and
showed them in Figure 5. Based on Figure 5, the transmission
cost is higher when we extend the region (increasing TTL) to
search for bridge nodes and lower the key sharing requirement
(decreasing €). When € > 0.7, the difference in transmission
costs for different € is small.

4.3 Security evaluation

We present the secret disclosure probability of the CSD
scheme under the condition of node compromise. In our
simulations, we randomly picked x. portion of the nodes
as compromised nodes (except the source and the insecure
neighbours). Once a node is compromised, all information on
itis disclosed. Then we computed the probability of the secret
delivery being compromised (or secret disclosed to any third
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party). Secret disclosure probability is defined as the chance
of a secret link key of an insecure neighbour is disclosed to
the adversary.

Figure 4 Number of eligible bridge nodes, N.. € represents the
portion of insecure neighbours must share keys with
before they become eligible. These nodes must share a
key with the source node as well. N, = 1000, A = 20,
and NV = 400 (see online version for colours)
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In Figure 6, the secret disclosure probability of the CSD
scheme with different TTL values is shown and compared. As
node compromise probability, x., increases, secret disclosure
probability is higher. Since each insecure neighbour XOR’es
all received components that are sent through the bridge
nodes, the adversary needs to compromise all the bridge
nodes helping to deliver keys towards this node in order to
compromise the secret delivery. As a result, when there are
more bridge nodes in use (due to an increased TTL), the chance
of secret disclosure is lower.

Figure 5 Transmission cost of the CSD scheme in terms of
number of hops. We calculate the total number of hops
for all the bridge nodes and from the source to the
insecure neighbours. N = 400, A = 20, N, = 1000
(see online version for colours)
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We compared the secret disclosure probability of CSD and
several related schemes in Figure 7. In CSD, the adversary
needs to compromise all the bridge nodes that help forwarding
key components. In SMSP scheme (Eschenauer and Gligor,
2002), compromising any node on the path will disclose the
secret. In MMSP scheme (Chan et al., 2003), the adversary
must compromise at least one node on each of the used paths.
In the Babel scheme (Deng and Han, 2007) though, only one
bridge node is used; therefore, the secret disclosure probability
is simply z.. In SPREAD (Liu et al., 2009), the adversary
needs to compromise at least one node on each of all of the
node-disjoint paths in use.

Figure 6 Secret disclosure probability for CSD with different TTL
values. N, = 1000, A = 20, N = 400,¢ = 0.5
(see online version for colours)

0.4

—e—TTL=2
—v—TTL=3
0.35 —+—TTL=4
—— TTL=5

o
w

e
N
&)

o
s
3]

Secret disclosure probability, P,
o
N

I
=

A
0.05F 1

0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
Node compromise probability, X,

As can be observed from Figure 7, the CSD scheme enjoys
a lower secret disclosure probability than SMSP, MMSP, the
Babel scheme and the SPREAD scheme, except in a rather
small compromised probability scenario. MMSP has a secret
disclosure probability that is lower than Babel because the
adversary needs to compromise multiple nodes in order to
obtain the secret being delivered through multiple secured
paths. The SPREAD scheme is better than MMSP with
its node-disjoint secure paths. The better security of the
CSD scheme comes from its diversified transmission through
multiple bridge nodes. Furthermore, the routers in between do
not get to know any secret that they help forwarding.

5 Related work

Besides the related work discussed above (Eschenauer and
Gligor, 2002; Du et al., 2005; Liu and Ning, 2003), Chan et
al. presented a technique to establish secure link keys for two
neighbouring nodes if they do not share enough common keys
(Chan et al., 2003). These two neighbours first identify all
secure paths between themselves. Then one node generates a
set of random keys (of the same size) for all the paths and send
one key to the destination through each of the paths. After
the destination receives all the keys, it XOR’es all of them to
obtain the secret link key. The multi-path key reinforcement
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scheme significantly improves the protection of the secret link
key from being disclosed to the adversary.

Figure 7 Secret disclosure probability for CSD and several related
schemes. N = 400, N, = 1000, A = 20, ¢ = 0.5,
TTL = 3. We compare CSD with SMSP: single
multi-hop secure path scheme (Eschenauer and Gligor,
2002); Babel (Deng and Han, 2007); MMSP: multiple
multi-hop secure path scheme (Chan et al., 2003); and
SPREAD (Liu et al., 2009) (see online version
for colours)
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Deterministic key pre-distribution schemes, location-assisted
key pre-distribution schemes and group-based key pre-
distribution schemes can help to improve or even assure
local connectivity (Lee et al., 2005; Du et al.,, 2006).
However, these schemes require either additional memory
space or group/location information. Instead, our scheme
complements the random key pre-distribution scheme after
sensor deployment and helps to increase local security
connectivity.

Li et al. proposed to use k intermediate nodes between
two sensors to establish a link key (Li et al., 2005). Two
methods were presented to identify such k£ nodes, which
should be securely connected to both nodes. In one method,
all common neighbours of these two nodes are checked and
one neighbour securely connected to both the source and
the destination is used; in the other method, the source node
sends out a controlled flooding message to recruit k£ nodes,
which may not be physical neighbours of these two nodes
but each of them should still be securely connected to the
source and the destination. In our paper, we focus on a different
problem: efficient and secure secret delivery from one node
to multiple neighbours. By coordinating the tasks of secret
delivery towards several insecure neighbours and identifying
best bridge nodes, we increase the chance of finding bridge
nodes, which are only required to share keys with some
of such insecure neighbours. Furthermore, with the use of
Hamming code, our scheme protects the delivered secret from
eavesdropping and secret modification by the compromised
nodes in the network. The receiver can detect and correct such
errors given that the number of errors is lower than a certain
threshold.
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In order to combat the problem of topology instability in
wireless networks, a multi-path routing scheme was proposed
and investigated in Tsirigos and Haas (2001). The scheme
allows the sender to add extra overhead to each packet that is
to be transmitted over multiple paths. The goal is to find the
optimal way to fragment the packet into smaller blocks and
deliver them over multiple paths. A secure routing protocol
was proposed in Papadimitratos and Haas (2003) to send
additional information to protect routing information from
being dropped. Secure message transmission and secure single
path were proposed to send message over unreliable mobile
ad hoc networks (Papadimitratos and Haas, 2006).

Multipath delivery (Yilmaz et al., 2012) has been used by
many works in the technical literature. Lou et al. used multiple
paths to deliver multiple shares of a secret in their SPREAD
scheme (Liu et al., 2009). Collision-aware multipath routing
was proposed in Wang et al. (2009). Shu et al. took advantage
of randomised dispersive routes to circumvent black holes
formed by compromised nodes and DoS attackers (Shu et al.,
2010). Xiong et al. investigated the energy consumption issue
of single and multiple path delivery techniques (Xiong et al.,
2010). A secure and reliable multipath routing protocol was
proposed in Moustafa et al. (2011). Zhang et al. proposed a
segment-based multi-path routing protocol to divide a primary
route into multiple segments led by reliable nodes (Zhang
etal., 2011). Chen et al. balanced multipaths in the proximity
of the source/sink for multimedia traffic delivery (Chen
et al., 2012). Lee et al. proposed a radio-disjoint geographic
multipath scheme to avoid the collisions (Lee et al., 2012).
Fault-tolerant and reliable multipath routing were investigated
in Alwan and Agarwal (2010) and Challal et al. (2011).

Maximum distance separable codes have been used to
establish link keys between neighbours without common keys
through multiple paths (Huang and Medhi, 2005; Deng and
Han, 2008). Different from these works, we focus on the
delivery of multiple link keys from one source to multiple
immediate physical neighbours.

Traynor et al. proposed to use a few more powerful sensors
to achieve key establishment (Traynor et al., 2006). Since these
sensors are expected to have tamper-resistant hardware, the
keys on these sensors are considered safe. Miller and Vaidya
proposed to use Bloom filter and Merkel trees to distribute
key information, so that the chance of neighbouring nodes
establishing a key can be close to 1 (Miller and Vaidya,
2006). Their scheme takes advantage of the multiple available
channel and performs random switching among these channels
in the initialisation process. Mobile keying robots were used in
Tas and Tosun (2011) and triple key distribution using trades
was presented in Ruj et al. (2012).

In Gupta et al. (2006), a new pairwise key establishment
technique was introduced. The technique uses ‘friends’, which
share keys with the receiver, in addition to ‘proxies’, each of
which shares a key with the sender and the receiver. Each of
the ‘friend’ nodes sends a part-key back to the sender, which
will choose some of such part-keys and use a public function to
generate a pairwise key between itself and the receiver. Since
the ‘friend’ nodes only need to share key with the receiver, the
number of such friend nodes is large and they are within shorter
hops from the source node. The proxies will also send part keys
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but with encryption, since they share keys with the source.
Because the friends do not share keys with the source node, the
transmission of their part keys is open for eavesdropping and
they have limited contribution towards the secrecy strength of
the generated key.

A hop-by-hop authentication scheme was used to protect
path key establishment from stop-forwarding and Byzantine
attacks (Sheu and Cheng, 2007). It can further identify
malicious nodes as well. With the use of hop-by-hop
authentication, false data can be quickly detected, keeping
attacked nodes from forwarding such fabricated packets. After
finding n node-disjoint paths between the source and the
destination, the secret path key is divided and transmitted
through these paths. The division of the path key makes sure
that, as long as k < n out of n paths deliver the their partial
keys, the destination will be able to recover the secret path key.
On the contrary, we focus on the delivery of secret information
(or keys) from a source node to several of the disconnected
neighbours.

The Babel scheme (Deng and Han, 2007) searches for a
common bridge node that shares key with the source and the
neighbours. The common bridge node will be used to deliver
secrets for all such insecure one-hop links. The main problem
of such an approach is that the common bridge node may
become an easy DoS target. Instead, our approach in this work
is to find several bridge nodes to help with the delivery, and
these bridge nodes only need to share keys with some of the
neighbours, but not all of them.

6 Conclusions

We have proposed the CSD scheme that makes use of multiple
bridge nodes within the close neighbourhood of the source
and insecure neighbours. These bridge nodes cooperatively
help to deliver secret link key information from the source
towards the insecure neighbours. In the delivery process, no
secret information is disclosed to any node en route. These
routers simply forward the encrypted data. Even the bridge
nodes only get to know partial information about the secrets
that they help to deliver.

We have performed extensive theoretical analysis and
performance evaluation on our proposed CSD scheme. It
is shown that the CSD scheme enjoys a relatively low
communication cost and low secret disclosure probability.
The CSD scheme combats the eavesdropping attack with the
extra protection strategies. The unique locations of the source
and the insecure neighbours allow easy challenge-response
integrity check.
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Notes

Such neighbours are termed to-be-connected neighbours in Deng
and Han (2007).

2We use the challenge-response technique to verify the common keys
between the common bridge node and the source and the insecure
neighbours. With the use of this technique, key and key index will
not be disclosed. If the adversary is not expected to be capable
of identifying keys from indices, key indices can be sent directly,
greatly reducing the communication and computational cost of our
scheme.

3While sending such encrypted shared secret components directly
back to the nodes in N, may be more efficient, the cost of
identifying such new paths can eliminate any of such benefits.
Therefore, we design our scheme to allow these nodes to send
encrypted shared secret components back to node S, which will
forward them to the nodes in NV;y,.

“In fact, encryption of the first broadcast message is possible. Node S
would just encrypt the same message with A copies, each with one of
its A carried keys. Then only a node sharing at least a key with node
S can decrypt the message. The computational and transmission
cost would be higher though, since node S needs to encrypt the
message A times and broadcast a message that is A times as large
in size.



