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Abstract—An m× (k+r) binary maximum distance separable
(MDS) array code contains k information columns and r parity
columns with each entry being a bit, where any k out of k + r
columns can recover the k information columns. When there is
a failed column, it is critical to minimize the repair bandwidth
that is the total number of bits downloaded from d out of k +
r − 1 surviving columns in repairing the failed column. In this
paper, we first propose two explicit constructions of binary MDS
array codes that have asymptotically optimal repair bandwidth
for any information column, where r ≥ 2 and d = k + r − 1
for the first construction, and r ≥ 4 is an even number and
d = k+ r

2
−1 for the second construction. By applying a generic

transformation for the proposed two classes of binary MDS array
codes, we then obtain two classes of new binary MDS array codes
that also have optimal repair bandwidth for any parity column
and asymptotically optimal repair bandwidth for any information
column.

Index Terms—MDS codes, binary MDS array codes, asymp-
totically optimal repair bandwidth.

I. INTRODUCTION

Distributed storage systems achieve high fault tolerance by
deploying erasure codes to maintain data availability against
failures of storage nodes. Binary maximum distance separable
(MDS) array codes are a special class of erasure codes, where
only XOR operations are involved in encoding and decoding
procedures. An (n, k) binary MDS array code encodes k
information columns of m bits into additional r = n − k
parity columns of the same size, such that any k out of n
columns can retrieve all km information bits of k information
columns. The m bits in each column are stored in the same
storage node. The number of bits stored in each column, m,
is called sub-packetization. We refer to a disk as a column or
a storage node interchangeably, and an entry in the array as
a bit. Typical constructions of binary MDS array codes are
X-code [2], RDP codes [3] and EVENODD codes [4] with
two parity columns (r = 2), and STAR codes [5], generalized
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RDP codes [6] and generalized EVENODD codes [7] with
more than two parity columns (r > 2).

As node failures are prevalent in a practical distributed
storage system [8], we should repair the failed node in order
to maintain the same level of data reliability. It is important to
minimize the repair bandwidth, defined as the amount of bits
downloaded during a repair operation, in distributed storage
in which network transfer is the bottleneck. It is shown in [9]
that we can repair a failed node by downloading m

d−k+1 bits or
more from each of the d surviving nodes, where k ≤ d ≤ n−1.
The minimum repair bandwidth of a failed node is thus

dm

d− k + 1
. (1)

A failed node of binary MDS array codes is said to has
optimal repair if the repair bandwidth of the failed node is
equal to the lower bound in (1). Many constructions of MDS
codes over large finite fields [9]–[12] have been proposed
to achieve the minimum repair bandwidth. Although we can
represent a field element by a binary vector and all field
computations can be converted into XOR operations, recent
results [13] show that directly vectorizing the XOR operations
can achieve better performance than vectorizing finite field
operations. In this paper, we propose two classes of binary
MDS array codes that can achieve asymptotically or exactly
optimal repair bandwidth for any column. Here “asymptotic”
means that the repair bandwidth achieves the minimum value
when d approaches infinity and d− k is fixed.1

A. Related Work

We can conventionally repair a failed column by down-
loading all m bits from any k surviving columns. However,
the repair bandwidth is k times of the failed m bits. There
have been several constructions of binary MDS array codes
[15]–[19] to achieve asymptotically or exactly optimal repair
bandwidth for any information column. MDR codes [15], [20]
and ButterFly codes [16], [21] are binary MDS array codes
with only two parity columns that can achieve optimal repair
bandwidth for any information column. Binary MDS array
codes with three or more parity columns in [17], [19] have
asymptotically optimal repair bandwidth for any information
column; however, they do not provide efficient repair method
for parity column.

1This is equivalent to the definition given in [14] where n approaches
infinity and n− k is fixed.
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Note that the second construction of binary MDS array
codes in [18] has asymptotically optimal repair bandwidth for
any column. The construction is based on parity-check matrix
and the encoding complexity is high. BASIC regenerating
codes [22]–[24] also achieve the optimal repair bandwidth and
only XOR operations are involved in coding and repairing
procedures. However, they build on the product-matrix coding
framework [25] with a low code rate (i.e., the ratio of the
file size to the total storage space is less than 0.5). Two
transformations for binary MDS array codes to enable optimal
repair for any of the chosen d−k+1 columns are proposed in
[26], [27]. One general transformation to enable optimal repair
for any of the chosen (d − k + 1)b r−1d−k c columns is given in
[28]. In general, to enable optimal repair for any column of a
binary MDS array code, one needs to recursively employ the
transformations [26]–[28] for the binary MDS array code with
many times, and both the encoding and decoding complexities
of the resulting transformed codes are increased.

B. Contributions

The contributions of this work are summarized as follows.
First, we propose two classes of binary MDS array codes
that achieve asymptotically optimal repair bandwidth for any
information column, where “asymptotic” means that the repair
bandwidth achieves the minimum value asymptotically in d.
In the first construction, we have r ≥ 2 and d = k + r − 1.
In the second construction, the number of parity column is an
even number with r ≥ 4 and d = k + r

2 − 1. Note that the
two encoding matrices of our two binary MDS array codes
are new. Second, by applying the transformation in [26], [28]
once for the first construction of the proposed binary MDS
array codes, we can obtain a class of new codes that have
asymptotically optimal repair bandwidth for any information
column and optimal repair bandwidth for any parity column,
where d = k + r − 1. We can also obtain another class of
new codes by applying the transformation in [28] once for the
second construction that have asymptotically optimal repair
bandwidth for any information column and optimal repair
bandwidth for any parity column, where d = k + r

2 − 1.
Note that we cannot directly apply the transformation in [26],
[28] for the proposed codes and we need to carefully choose
the encoding coefficient xej (see Section IV for details) in
order to ensure that the repair bandwidth of each information
column of the transformed codes is the same as that of the
underlying binary MDS array codes. The transformation in
[26] is designed for EVENODD codes and we can choose
any non-zero value for ej . In the proposed first transformed
codes, we should choose a suitable value for ej to ensure
that the repair bandwidth of each information column of the
first transformed codes is the same as that of the first array
codes in Section II-B. When xej = xτ , we show that the
repair bandwidth of any information column is not increased
(see Theorem 6). In fact, we can show that only when ej
is a multiple of τ but not pτ , the repair bandwidth of any
information column is not increased. In the second transformed
codes, we also design the encoding coefficient as xej = xτ

and show that the second transformed codes have the same

repair bandwidth for any information column as that of the
second array codes in Section II-C.

The key differences between the proposed codes and the
existing binary MDS array codes with asymptotically or ex-
actly optimal repair bandwidth are as follows. First, in contrast
to existing constructions with two parity columns in [15],
[16], the quotient ring F2[x]/(1+x

pτ ) with cyclic structure is
employed in our construction. Second, although both our con-
struction and the existing binary MDS array codes in [17]–[19]
are based on the quotient ring F2[x]/(1 + xpτ ), the detailed
constructions are different. The work in [17] only considers
the construction of binary MDS array codes with three parity
columns. The work in [18] presents a general coding frame-
work of constructing binary array codes over F2[x]/(1+x

pτ )
and proposes two explicit constructions based on the coding
framework. The first construction of [18] has asymptotically
optimal repair only for any information column. Although
the second construction of [18] has asymptotically optimal
repair for any column, it needs to solve linear equations over
F2[x]/(1+ xpτ ) in the encoding process and thus incurs high
encoding complexity. The work in [19] explores the property
of the encoding matrix that can enable asymptotically optimal
repair for any information column with d = k + 1. In this
paper, we not only propose two new constructions of binary
MDS array codes based on the coding framework in [18], but
also apply the transformations in [26], [28] for the proposed
codes. The transformed array codes have both the advantage
enabled by the cyclic structure in the ring F2[x]/(1+x

pτ ) and
the advantage enabled by the transformations in [26], [28].
Because of the above two differences, our transformed codes
have lower encoding complexity compared with the existing
binary MDS array codes [18], [26] with asymptotically or
exactly optimal repair bandwidth for all columns (see Section
V for details).

Note that if we directly apply the transformation in [26],
[28] once for the codes in [17], [19], then we can obtain
the transformed codes that have optimal repair bandwidth for
any parity column. However, the repair bandwidth of each
information column of the transformed codes is larger than that
of codes in [17], [19], since some parity bits downloaded in
repairing the information column are mixed with other parity
bits which are not needed in the repair procedure.

Even though the proposed binary MDS array codes and the
MDS codes with optimal repair [10]–[12], [29]–[32] are all
based on constructing generator matrices or parity matrices,
the proposed codes are constructed over binary field and the
encoding matrices are designed on the ring with a cyclic
structure.

The rest of the paper is organized as follows. Section II
reviews the coding framework of binary MDS array codes
[18] from the point of view of generator matrix, and presents
two constructions of binary MDS array codes that have
asymptotically optimal repair for any information column.
Section III presents the repair algorithm for the proposed codes
in Section II for any information column. Section IV shows
two classes of new MDS array codes that have asymptotically
optimal repair for any single column by applying a transfor-
mation for two classes of codes given in Section II. Section VI
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concludes the paper.

II. TWO CONSTRUCTIONS OF BINARY MDS ARRAY
CODES WITH ASYMPTOTICALLY OPTIMAL REPAIR FOR

ANY INFORMATION COLUMN

In this section, we first review the coding framework of
binary MDS array codes [18] from the point of view of
generator matrix, and then present two new constructions of
binary MDS array codes with general parameters k and r
that have asymptotically optimal repair for each information
column for both constructions.

A. Coding Framework of Binary MDS Array Codes

The coding framework in [18] presents a method to con-
struct a binary array code of size (p − 1)τ × (k + r), where
k ≥ 2 is the number of information columns, r ≥ 2 is the
number of parity columns, p is a prime number and τ is an
integer that will be specified in the explicit construction.

The array codes contain k + r columns, where the first k
columns are information columns and the last r columns are
parity columns. We label the index of k + r columns from 0
to k + r − 1. Let si,j be the entry in row i and column j of
the (p − 1)τ × (k + r) array, where 0 ≤ i ≤ (p − 1)τ − 1,
0 ≤ j ≤ k + r − 1 and si,j ∈ F2. We want to represent
each column by a polynomial in F2[x]/(1 + xpτ ) in order to
employ the cyclic structure of F2[x]/(1+ xpτ ). We thus need
to append τ extra bits to each column and each column now
has (p− 1)τ bits. Hence, we can represent each column by a
polynomial in F2[x]/(1+xpτ ). The cyclic structure is crucial
for reducing the repair bandwidth. We can choose some values
for τ to achieve asymptotically optimal repair bandwidth and
some values for p to make the codes to be MDS. Specifically,
the extra bits s(p−1)τ+µ,j for µ = 0, 1, . . . , τ − 1 associated
with (p− 1)τ bits stored in column j are computed as

s(p−1)τ+µ,j =

p−2∑
i=0

siτ+µ,j , (2)

where j = 0, 1, . . . , k−1. By defining the extra bits as in (2),
we can operate the polynomial representing a column over a
sub-ring of F2[x]/(1 + xpτ ) that is useful to have the MDS
property. Up to now, we can only append the extra bits for k
information columns, as we do not know the value of parity
bits before the encoding procedure. In the encoding procedure,
we will show that the appended τ extra bits s(p−1)τ+µ,j for
µ = 0, 1, . . . , τ − 1 also satisfy (2) for j = k, k + 1, . . . , k +
r − 1.

We can represent (p − 1)τ bits s0,j , s1,j , . . . , s(p−1)τ−1,j
in column j and τ associated extra bits s(p−1)τ,j ,
s(p−1)τ+1,j , . . . , spτ−1,j by the polynomial

sj(x) = s0,j + s1,jx+ . . .+ spτ−1,jx
pτ−1, (3)

where j = 0, 1, . . . , k + r − 1. The above polynomial sj(x)
can be viewed as a polynomial over F2[x]/(1 + xpτ ). The
polynomials sj(x) for j = 0, 1, . . . , k − 1 are information
polynomials that correspond the information columns, and
polynomials sj(x) for j = k, k + 1, . . . , k + r − 1 are

parity polynomials that correspond the parity columns. We
can compute r parity polynomials by the multiplication of k
information polynomials and a k × r encoding matrix Pk×r
as [

sk(x) sk+1(x) · · · sk+r−1(x)
]

=
[
s0(x) s1(x) · · · sk−1(x)

]
·Pk×r,

over F2[x]/(1 + xpτ ).
There is a cyclic structure in the quotient ring Rpτ =

F2[x]/(1 + xpτ ), as a multiplication by x in Rpτ can be
implemented as a cyclic-right-shift, i.e.,

x · (s0,j + s1,jx+ . . .+ spτ−1,jx
pτ−1) mod (1 + xpτ )

=(spτ−1,j + s0,jx+ . . .+ spτ−2,jx
pτ−1).

The cyclic structure is crucial for reducing the repair band-
width for one single information column failure. In choosing
the encoding matrix to construct the array codes, we employ
the cyclic structure to choose the parameter τ to obtain
asymptotically optimal repair bandwidth for any information
column.

Let Cpτ be the sub-ring of Rpτ such that each polynomial
in Cpτ is a multiple of 1 + xτ , i.e.,

Cpτ = {a(x)(1 + xτ ) mod (1 + xpτ )|a(x) ∈ Rpτ}.

The next lemma shows the necessary and sufficient condition
to check whether a polynomial is in the ring Cpτ or not.

Lemma 1. [18, Theorem 1] A polynomial sj(x) ∈ Rpτ is in
Cpτ if and only if the coefficients of sj(x) satisfy (2).

By Lemma 1, each information polynomial is in Cpτ .
Given the encoding matrix Pk×r, we can compute r parity
polynomials by multiplying the k information polynomials and
Pk×r. The resultant r parity polynomials are also in Cpτ as

∀c(x) ∈ Rpτ ,∀s(x) ∈ Cpτ , c(x)s(x) ∈ Cpτ .

We summarize the encoding procedure as follows. Given
k(p− 1)τ information bits si,j for i = 0, 1, . . . , (p− 1)τ − 1
and j = 0, 1, . . . , k − 1, we append τ extra bits for each
(p − 1)τ information bits by (2), and represent k(p − 1)τ
information bits and kτ extra bits by k information poly-
nomials in Cpτ . Then, we compute r parity polynomials by
multiplying the k information polynomials and the encoding
matrix Pk×r. Finally, the coefficients in the polynomial sj(x)
with degrees from 0 to (p−1)τ−1 are stored in column j for
j = 0, 1, . . . , k + r − 1. From the above encoding procedure,
the constructed array codes are determined by the encoding
matrix.

Consider an example with k = 2, r = 2, τ = 4 and p = 3.
The 16 information bits are si,j for i = 0, 1, . . . , 7 and j =
0, 1. The encoding matrix of the example is

P2×2 =

[
1 x
1 x2

]
.

Table I shows the example. Note that we do not store the
last four bits (extra bits) in column. We claim that the repair
bandwidth of column 0 is optimal. We can repair the bits si,0
with i = 0, 2, 4, 6 by si,0 = si,2 + si,1, and repair the other
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TABLE I
AN EXAMPLE WITH k = 2, r = 2, τ = 4 AND p = 3, WHERE
s8+i,j = si,j + s4+i,j FOR i = 0, 1, 2, 3 AND j = 0, 1, 2, 3.
s0,0 s0,1 s0,2 = s0,0 + s0,1 s0,3 = s11,0 + s10,1
s1,0 s1,1 s1,2 = s1,0 + s1,1 s1,3 = s0,0 + s11,1
s2,0 s2,1 s2,2 = s2,0 + s2,1 s2,3 = s1,0 + s0,1
s3,0 s3,1 s3,2 = s3,0 + s3,1 s3,3 = s2,0 + s1,1
s4,0 s4,1 s4,2 = s4,0 + s4,1 s4,3 = s3,0 + s2,1
s5,0 s5,1 s5,2 = s5,0 + s5,1 s5,3 = s4,0 + s3,1
s6,0 s6,1 s6,2 = s6,0 + s6,1 s6,3 = s5,0 + s4,1
s7,0 s7,1 s7,2 = s7,0 + s7,1 s7,3 = s6,0 + s5,1

s8,0 s8,1 s8,2 = s8,0 + s8,1 s8,3 = s7,0 + s6,1
s9,0 s9,1 s9,2 = s9,0 + s9,1 s9,3 = s8,0 + s7,1
s10,0 s10,1 s10,2 = s10,0 + s10,1 s10,3 = s9,0 + s8,1
s11,0 s11,1 s11,2 = s11,0 + s11,1 s11,3 = s10,0 + s9,1

bits si,0 with i = 1, 3, 5, 7 by si,0 = si+1,3 + si−1,1. Note
that s8,3 = s0,3 + s4,3. Therefore, we need to download the
following 12 bits

s0,1, s2,1, s4,1, s6,1, s0,2, s2,2, s4,2, s6,2, s0,3, s2,3, s4,3, s6,3,

to recover the eight bits in column 0, and, according to (1),
the repair bandwidth is optimal. Column 1 can be recovered
by downloading the following 14 bits

s0,0, s1,0, s3,0, s4,0, s5,0, s7,0, s0,2,

s1,2, s4,2, s5,2, s0,3, s1,3, s4,3, s5,3.

B. The First Construction of Binary MDS Array Codes

The first constructed binary MDS array codes have asymp-
totically optimal repair for any information column with
d = k + r − 1. The encoding matrix of the constructed codes
is

Pk×r =


1 x x2 · · · xr−1

1 xr x2r · · · x(r−1)r

1 xr
2

x2r
2 · · · x(r−1)r

2

...
...

...
. . .

...
1 xr

k−1

x2r
k−1 · · · x(r−1)r

k−1

 , (4)

where k ≥ 2, r ≥ 2, τ = rk and p ≥ r. The example in
Section II-A is our code with k = 2, r = 2, τ = 4 and p = 3.

C. The Second Construction of Binary MDS Array Codes

Next, we present the second construction of binary MDS
array codes with r ≥ 4 being an even integer such that the
repair bandwidth of any information column is asymptotically
optimal with d = k + r

2 − 1.
Let k ≥ 3, r ≥ 4 be an even number, d = k + r

2 − 1, τ =

( r2 )
d k2 e and p ≥ r

2 . The encoding matrix of the constructed
codes is given in (5). Consider an example with k = 3, r =
4, τ = 4 and p = 3. The 24 information bits are si,j for
i = 0, 1, . . . , 7 and j = 0, 1, 2. The encoding matrix of the
example is

P4×4 =

1 x 1 1
1 x2 x2 x4

1 1 x x8

 .
Table II shows the example. Note that we do not store the

last four bits (extra bits) in column. We claim that the repair

bandwidth of column 0 is optimal. We can repair the four bits
si,0 with i = 0, 2, 4, 6 by si,0 = si,1+si,2+si,3, and repair the
other bits si,0 with i = 1, 3, 5, 7 by si,0 = si−1,1 + si+1,2 +
si+1,4. Note that s8+`,j = s`,j + s4+`,j , for ` = 0, 1, 2, 3 and
j = 0, 1, . . . , 7. Therefore, we need to download the following
16 bits

s0,1, s2,1, s4,1, s6,1, s0,2, s2,2, s4,2, s6,2,

s0,3, s2,3, s4,3, s6,3, s0,4, s2,4, s4,4, s6,4,

to recover the eight bits in column 0, and, according to (1),
the repair bandwidth is optimal. Column 1 can be recovered
by downloading the following 18 bits

s0,0, s1,0, s3,0, s4,0, s5,0, s7,0, s0,2, s1,2, s4,2, s5,2,

s0,3, s1,3, s4,3, s5,3, s0,4, s1,4, s4,4, s5,4.

Column 2 can be recovered by downloading the following 16
bits

s0,0, s2,0, s4,0, s6,0, s0,1, s2,1, s4,1, s6,1,

s0,5, s2,5, s4,5, s6,5, s0,6, s2,6, s4,6, s6,6.

D. The MDS Property

We need to show that any k out of k + r columns can
reconstruct all information bits. Recall that all information
polynomials and parity polynomials are in Cpτ , we thus
construct the array codes over the ring Cpτ . By Lemma 3
in [18], the ring Cpτ is isomorphic to F2[x]/M

τ
p (x), where

Mτ
p (x) = 1 + xτ + x2τ + . . .+ x(p−1)τ .

The MDS property of the constructed array codes is equivalent
to that the determinant of any square sub-matrix of the encod-
ing matrix Pk×r is invertible over F2[x]/M

τ
p (x). According

to Theorem 6 in [18], the ring F2[x]/M
τ
p (x) is isomorphic to

the direct sum of t rings

F2[x]/(f1(x))
`1 ,F2[x]/(f2(x))

`2 , . . . ,F2[x]/(ft(x))
`t ,

where t is a positive integer, `i ≥ 0 for i = 1, 2, . . . , t,
gcd(fi(x), fj(x)) = 1 for all 1 ≤ i 6= j ≤ t and
deg(fi(x)) ≤ deg(fj(x)) for i < j. Therefore, we need
to show that the determinants of all ` × ` sub-matrices are
invertible in the ring F2[x]/(fi(x)) for i = 1, 2, . . . , t. The
next theorem shows the MDS property.

Theorem 2. If deg(f1(x)) is larger than

(r − 1) · rk − rk − rk−r+1

r − 1
, (6)

then the array codes with the encoding matrix in (4) satisfy
the MDS property. If deg(f1(x)) is larger than

2 · r
2

k−1
+ (k − 1) · r

2

r
2 −

r
2
k−1 + r

2
k−2 − r

2
k− r2 − r

2
k− r2−1

( r2 − 1)2
,

(7)
then the array codes with the encoding matrix in (5) satisfy
the MDS property.

Proof. We show that the determinants of all square sub-
matrices are invertible in F2[x]/(fi(x)) for i = 1, 2, . . . , t. It is
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Pk×r =



1 x x2 · · · x
r
2−1 1 · · · 1 1 1

1 x
r
2 x2

r
2 · · · x(

r
2−1)

r
2 x(

r
2−1)

r
2
k−2 · · · x2

r
2
k−2

x
r
2
k−2

x
r
2

r
2

1 x
r
2
2

x2
r
2
2 · · · x(

r
2−1)

r
2
2

x(
r
2−1)

r
2
k−3 · · · x2

r
2
k−3

x
r
2
k−3

x2
r
2

r
2

...
...

...
. . .

...
...

. . .
...

...
...

1 x
r
2
k−3

x2
r
2
k−3 · · · x(

r
2−1)

r
2
k−3

x(
r
2−1)

r
2
2 · · · x2

r
2
2

x
r
2
2

x(k−3)
r
2

r
2

1 x
r
2
k−2

x2
r
2
k−2 · · · x(

r
2−1)

r
2
k−2

x(
r
2−1)

r
2 · · · x2

r
2 x

r
2 x(k−2)

r
2

r
2

1 1 1 · · · 1 x
r
2−1 · · · x2 x x(k−1)

r
2

r
2


. (5)

TABLE II
AN EXAMPLE OF THE SECOND CONSTRUCTED ARRAY CODES WITH k = 3, r = 4, τ = 4 AND p = 3, WHERE s8+i,j = si,j + s4+i,j FOR i = 0, 1, 2, 3

AND j = 0, 1, . . . , 6.
s0,0 s0,1 s0,2 s0,3 = s0,0 + s0,1 + s0,2 s0,4 = s11,0 + s10,1 + s0,2 s0,5 = s0,0 + s10,1 + s11,2 s0,6 = s0,0 + s8,1 + s4,2
s1,0 s1,1 s1,2 s1,3 = s1,0 + s1,1 + s1,2 s1,4 = s0,0 + s11,1 + s1,2 s1,5 = s1,0 + s11,1 + s0,2 s1,6 = s1,0 + s9,1 + s5,2
s2,0 s2,1 s2,2 s2,3 = s2,0 + s2,1 + s2,2 s2,4 = s1,0 + s0,1 + s2,2 s2,5 = s2,0 + s0,1 + s1,2 s2,6 = s2,0 + s10,1 + s6,2
s3,0 s3,1 s3,2 s3,3 = s3,0 + s3,1 + s3,2 s3,4 = s2,0 + s1,1 + s3,2 s3,5 = s3,0 + s1,1 + s2,2 s3,6 = s3,0 + s11,1 + s7,2
s4,0 s4,1 s4,2 s4,3 = s4,0 + s4,1 + s4,2 s4,4 = s3,0 + s2,1 + s4,2 s4,5 = s4,0 + s2,1 + s3,2 s4,6 = s4,0 + s0,1 + s8,2
s5,0 s5,1 s5,2 s5,3 = s5,0 + s5,1 + s5,2 s5,4 = s4,0 + s3,1 + s5,2 s5,5 = s5,0 + s3,1 + s4,2 s5,6 = s5,0 + s1,1 + s9,2
s6,0 s6,1 s6,2 s6,3 = s6,0 + s6,1 + s6,2 s6,4 = s5,0 + s4,1 + s6,2 s6,5 = s6,0 + s4,1 + s5,2 s6,6 = s6,0 + s2,1 + s10,2
s7,0 s7,1 s7,2 s7,3 = s7,0 + s7,1 + s7,2 s7,4 = s6,0 + s5,1 + s7,2 s7,5 = s7,0 + s5,1 + s6,2 s7,6 = s7,0 + s3,1 + s11,2

s8,0 s8,1 s8,2 s8,3 = s8,0 + s8,1 + s8,2 s8,4 = s7,0 + s6,1 + s5,2 s8,5 = s8,0 + s6,1 + s7,2 s8,6 = s8,0 + s4,1 + s0,2
s9,0 s9,1 s9,2 s9,3 = s9,0 + s9,1 + s9,2 s9,4 = s8,0 + s7,1 + s6,2 s9,5 = s9,0 + s7,1 + s8,2 s9,6 = s9,0 + s5,1 + s1,2
s10,0 s10,1 s10,2 s10,3 = s10,0 + s10,1 + s10,2 s10,4 = s9,0 + s8,1 + s7,2 s10,5 = s10,0 + s8,1 + s9,2 s10,6 = s10,0 + s6,1 + s2,2
s11,0 s11,1 s11,2 s11,3 = s11,0 + s11,1 + s11,2 s11,4 = s10,0 + s9,1 + s8,2 s11,5 = s11,0 + s9,1 + s10,2 s11,6 = s11,0 + s7,1 + s3,2

easy to check that the determinant of any square sub-matrix of
the encoding matrices in (4) and (5) is a non-zero polynomial
in F2[x]. If the maximum degree of the determinant is less than
deg(fi(x)), then the determinant is invertible in F2[x]/(fi(x)).
Recall that deg(f1(x)) ≤ deg(f2(x)) ≤ . . . ≤ deg(ft(x)). It
is sufficient to show that the maximum degree of the determi-
nants of all the square sub-matrices is less than deg(f1(x)).
The maximum degree among all the determinants is achieved
when choosing the r × r sub-matrix of the matrix in (4) as
the last r rows. After calculating the sum of the degrees, the
maximum degree becomes (6). With the same argument for
the matrix in (5), we can calculate that the maximum degree
of the determinants of all the sub-matrices is (7). Therefore,
the two codes satisfy the MDS property if deg(f1(x)) is larger
than (6) and (7), respectively.

By Theorem 2, we choose parameters p and τ such that
deg(f1(x)) is larger than (6) and (7), respectively, in order
to ensure that the two codes are MDS codes. Although the
values in (6) and (7) are exponentially increasing with k and
r, we can choose a special prime for the parameter p which is
small when r is given. When p is a prime number with 2 be a
primitive element in Fp and τ is a power of p, then Mτ

p (x) is
irreducible [18]. We then have f1(x) = 1+xτ + . . .+x(p−1)τ

and `1 = τ . Therefore, the first constructed codes and the
second constructed codes are MDS codes if (p− 1)τ is larger
than the values in (6) and (7), respectively. For example, when
r = 3 and p = 3, the first constructed codes are MDS codes
for k ≥ 2.

III. REPAIR ALGORITHM FOR ANY INFORMATION
COLUMN

In this section, we present repair algorithm for any infor-
mation column of the two constructions such that the repair
bandwidths of two codes are asymptotically optimal.

A. Repair Algorithm for the First Construction

Suppose that the information column f fails, where 0 ≤
f ≤ k − 1, we want to present a repair algorithm to repair
column f by downloading bits from the other healthy k+r−1
columns.

As we can compute the extra bits for each column by (2)
when necessary, we assume that all the extras are known in
the following. According to column j of the encoding matrix
in (4), the parity bits si,k+j for i = 0, 1, . . . , pτ − 1 are
computed as

si,k+j = si−j,0+si−jr,1+si−jr2,2+ . . .+si−jrk−1,k−1, (8)

where j = 0, 1, . . . , r − 1. Note that all the indices are taken
modulo pτ . By (8), we can repair the bit si,f stored in the
failed column by

si,f = si+jrf ,k+j +
k−1∑

`=0, 6̀=f

si+jrf−jr`,`, (9)

where j ∈ {0, 1, . . . , r − 1}. That is, we can repair the bit
si,f by downloading one parity bit si+jrf ,k+j from column
k + j and k − 1 information bits from the surviving k − 1
information columns, where j ∈ {0, 1, . . . , r − 1}. For each
failed bit in column f , we need to obtain k bits (one parity
bit plus k− 1 information bits) to recover it. There may exist
some common information bits in repairing two or more bits
in column f . For each failed bit, we need to carefully choose
the parity column j to repair the bits by (9) such that the
common bits are as many as possible, and thus we can reduce
the most repair bandwidth of column f . Based on the above
idea, we propose the repair algorithm in Algorithm 1.

Next theorem shows that the repair bandwidth of informa-
tion column f is asymptotically optimal.
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Algorithm 1 Repair algorithm for one information column
failure of the first construction

1: Suppose that column f fails, where f ∈ {0, 1, . . . , k−1}.
2: for i mod rf+1 ∈ {0, 1, . . . , rf − 1} do
3: Repair the bit si,f by (9) with j = 0.
4: for t = 1, 2, . . . , r − 1 do
5: for i mod rf+1 ∈ {t · rf , 1+ t · rf , . . . , (t+1) · rf −1}

do
6: Repair the bit si,f by (9) with j = r − t.
7: return

Theorem 3. Suppose that information column f fails, where
0 ≤ f ≤ k − 1. One can recover column f by Algorithm 1
and the repair bandwidth is

(p− 1)τ(k + r − 1)

r
+

(p− 1)τ(rf − 1)

(r − 1)rf
. (10)

Proof. The proof is given in Appendix A.

By Theorem 3, the repair bandwidth of column 0 is
(p−1)(k+r−1)τ

r , which is optimal. When f ≥ 1, we have that
the repair bandwidth is

(p− 1)(k + r − 1)τ

r
+

f−1∑
`=0

r`
(p− 1)τ

rf
<

(p− 1)(k + r)τ

r
,

which is strictly less than k+r
k+r−1 times of the optimal value.

Therefore, the repair bandwidth of any information column is
asymptotically optimal when k + r is large enough.

B. Repair Algorithm for the Second Construction

Suppose that column f fails, where 0 ≤ f ≤ k − 1. In the
following, we present a repair algorithm to repair column f
by downloading bits from k + r

2 − 1 columns.
Similar to the repair algorithm of the first construction, we

assume that all the extra bits are known in the following.
According to column j of the encoding matrix in (5), the
parity bits si,k+j for i = 0, 1, . . . , pτ − 1 are computed as

si,k+j = si−j,0+si−j r2 ,1+si−j r2 2,2+. . .+si−j r2 k−2,k−2+si,k−1,
(11)

when j = 0, 1, . . . , r2 − 1, and

si,k+j = si,0 + si−(r−1−j)( r2 )k−2,1 + si−(r−1−j)( r2 )k−3,2

+ . . .+ si−(r−1−j)( r2 ),k−2 + si−(r−1−j),k−1,(12)

when j = r
2 ,

r
2 + 1, . . . , r − 2, and

si,k+r−1 = si,0 + s
i−(k−1)( r2 )

r
2 ,1

+ s
i−(k−2)( r2 )

r
2 ,2

+ . . .+ s
i−2( r2 )

r
2 ,k−2 + s

i−( r2 )
r
2 ,k−1. (13)

We can repair the bit si,f stored in column f by

si,f =


si+j r2 f ,k+j + si+j r2 f ,k−1+∑k−2
`=0, 6̀=f si+j r2 f−j

r
2
`,`, 0 ≤ f ≤ k − 2;

si,k+j +
∑k−2
`=0 si−j( r2 )`,`, f = k − 1,

(14)

when j ∈ {0, 1, . . . , r2 − 1},

si,f =


si+(r−1−j) r2 k−1−f ,k+j + si+(r−1−j) r2 k−1−f ,0+∑k−1
`=1, 6̀=f si+(r−1−j) r2 k−1−f−(r−1−j) r2 k−1−`,`,

1 ≤ f ≤ k − 1;

si,k+j +
∑k−1
`=1 si−(r−1−j)( r2 )k−1−`,`, f = 0,

(15)
when j ∈ { r2 ,

r
2 + 1, . . . , r − 2}, and

si,f =


s
i+(k−f) r2

r
2 ,k+r−1 + s

i+(k−f) r2
r
2 ,0

+∑k−1
`=1, 6̀=f si+(k−f) r2

r
2−(k−`) r2

r
2 ,`
, 1 ≤ f ≤ k − 1;

si,k+r−1 +
∑k−1
`=1 si−(k−`)( r2 )

r
2 ,`
, f = 0.

(16)
We can carefully choose the parity column j to repair each
bit si,f by (14), (15), or (16) to reduce the repair bandwidth.
The repair algorithm is given in Algorithm 2.

Algorithm 2 Repair algorithm for one information column
failure of the second construction

1: Suppose that column f fails, where f ∈ {0, 1, . . . , k−1}.
2: for f ∈ {0, 1, . . . , dk2 e − 1} do
3: for i mod ( r2 )

f+1 ∈ {0, 1, . . . , ( r2 )
f − 1} do

4: Repair the bit si,f by (14) with j = 0.
5: for t = 1, 2, . . . , r2 − 1 do
6: for i mod ( r2 )

f+1 ∈ {t · ( r2 )
f , 1 + t · ( r2 )

f , . . . , (t +
1) · ( r2 )

f − 1} do
7: Repair the bit si,f by (14) with j = r

2 − t.
8: for f ∈ {dk2 e, d

k
2 e+ 1, . . . , k − 1} do

9: for i mod ( r2 )
k−f ∈ {0, 1, . . . , ( r2 )

k−f−1 − 1} do
10: Repair the bit si,f by (16).
11: for t = 1, 2, . . . , r2 − 1 do
12: for i mod ( r2 )

k−f ∈ {t · ( r2 )
k−f−1, 1 + t ·

( r2 )
k−f−1, . . . , (t+ 1) · ( r2 )

k−f−1 − 1} do
13: Repair the bit si,f by (15) with j = r

2 + t− 1.
14: return

We present the repair bandwidth of information column f
in the next theorem.

Theorem 4. Suppose that information column f fails, where
0 ≤ f ≤ k− 1. We can recover column f by Algorithm 2 and
the repair bandwidth is

(p− 1)τ(k + r
2 − 1)

r
2

+
(p− 1)τ(( r2 )

min(f,k−f−1) − 1)

( r2 − 1)( r2 )
min(f,k−f−1) .

(17)

Proof. The proof is given in Appendix B.

By Theorem 4, the repair bandwidth of column 0 is
(p−1)(k+ r

2−1)τ
r
2

, which is optimal. When f ≥ 1, we have that
the repair bandwidth is

(p− 1)(k + r
2 − 1)τ

r
2

+

f−1∑
`=0

(
r

2
)`
(p− 1)τ

( r2 )
f

<
(p− 1)(k + r

2 )τ
r
2

,

which is strictly less than k+ r
2

k+ r
2−1

times of the optimal value.
Therefore, the repair bandwidth of any information column is
asymptotically optimal when k + r

2 is large enough.
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IV. TRANSFORMED CODES WITH ASYMPTOTICALLY
OPTIMAL REPAIR FOR ANY COLUMN

In this section, we present two constructions of the trans-
formed array codes that have optimal repair bandwidth for any
parity column and asymptotically optimal repair bandwidth for
any information column. The first constructed code is obtained
by applying the transformation in [26], [28] for the array
codes in Section II-B, and the second constructed code is
obtained by applying the transformation in [28] for the codes
in Section II-C.

We first review the transformation in [28] that can be
employed for any (n, k) MDS code to obtain the trans-
formed MDS code with optimal repair for each of the chosen
(d− k + 1)η columns, where η = b r−1d−k c.

A. Review of the Transformation in [28] for Codes over Rpτ
Let t = d−k+1. In the transformed codes over Rpτ , each

column contains t(p − 1)τ bits. For j = 0, 1, . . . , k − 1, let
t(p−1)τ bits stored in column j be s`0,j , s

`
1,j , . . . , s

`
(p−1)τ−1,j

with ` = 0, 1, . . . , t − 1. For j = k, k + 1, . . . , k + r − 1,
the t(p − 1)τ bits in column j are c`0,j , c

`
1,j , . . . , c

`
(p−1)τ−1,j

with ` = 0, 1, . . . , t − 1. We first compute τ extra bits
s`(p−1)τ,j , s

`
(p−1)τ+1,j , . . . , s

`
pτ−1,j by

s`(p−1)τ+µ,j =

p−2∑
i=0

s`iτ+µ,j , for µ = 0, 1, . . . , τ − 1,

and then represent t(p− 1)τ bits stored in column j and the
associated tτ extra bits by information polynomial

s`j(x) = s`0,j + s`1,jx+ . . .+ s`pτ−1,jx
pτ−1,

where j = 0, 1, . . . , k − 1 and ` = 0, 1, . . . , t − 1. Similarly,
we compute τ extra bits c`(p−1)τ,j , c

`
(p−1)τ+1,j , . . . , c

`
pτ−1,j for

each (p−1)τ bits in column j with j = k, k+1, . . . , k+r−1
by

c`(p−1)τ+µ,j =

p−2∑
i=0

c`iτ+µ,j , for µ = 0, 1, . . . , τ − 1,

and represent the associated pτ bits by the parity polynomial

c`j(x) = c`0,j + c`1,jx+ . . .+ c`pτ−1,jx
pτ−1.

Given k information polynomials s`0(x), s
`
1(x), . . . ,

s`k−1(x), we can obtain a codeword s`0(x), s
`
1(x), . . . , s

`
n−1(x)

of an (n, k) MDS code over Rpτ with a specific construction
such as the construction in Section II-B or in Section II-C,
where ` = 0, 1, . . . , t − 1. We term the last r polynomials
s`k(x), s

`
k+1(x), . . . , s

`
n−1(x) as intermediate polynomials.

Recall that the information polynomial s`j(x) is in Cpτ
and the r intermediate polynomials are computed by the
multiplication of k information polynomials and the k × r
encoding matrix over Rpτ for each `. We can show that each
intermediate polynomial is also in Cpτ .

In the transformed codes [28], each column contains t
polynomials and the repair bandwidth of each of the last tη
columns is optimal, where η = b r−1d−k c. Note that when we
say a column contains or stores a polynomial in Rpτ in this

section, it means that the first (p − 1)τ coefficients of the
polynomial are stored in the column.

For i = 0, 1, . . . , t − 1 and j = 0, 1, . . . , η − 1, column
n− tη + jt+ i contains the following t polynomials

c0n−tη+jt+i(x) = s0n−tη+jt+i(x) + sin−tη+jt(x),
c1n−tη+jt+i(x) = s1n−tη+jt+i(x) + sin−tη+jt+1(x), . . . ,

ci−1n−tη+jt+i(x) = si−1n−tη+jt+i(x) + sin−tη+jt+i−1(x),

cin−tη+jt+i(x) = sin−tη+jt+i(x),

ci+1
n−tη+jt+i(x) = si+1

n−tη+jt+i(x) + xejsin−tη+jt+i+1(x),

ci+2
n−tη+jt+i(x) = si+2

n−tη+jt+i(x) + xejsin−tη+jt+i+2(x), . . . ,

ct−1n−tη+jt+i(x) = st−1n−tη+jt+i(x) + xejsin−tη+jt+t−1(x),
(18)

where ej 6= 0. For h = 0, 1, . . . , n− tη − 1, column h stores
t polynomials

s0h(x), s
1
h(x), . . . , s

t−1
h (x).

The above obtained codes are called transformed codes. Note
that our transformed codes and the transformed codes in
[28] are essentially the same codes, the difference is that the
transformed codes in [28] are operated over the finite field Fq
and our transformed codes are operated over the ring Rpτ .
If η = 1 and we replace the (n, k) MDS code over Rpτ by
(n, k) EVENODD code, then the obtained transformed code
is reduced to the transformed EVENODD code in [26].

With the same proof of Theorem 4 in [28], we can show
that the transformed codes satisfy the MDS property if the
underlying codes over Rpτ satisfy the MDS property and p is
large enough such that 2deg(f1(x)) is larger than

η(
t

2
− 1)

t

2

((
n

k

)
−

η∑
`=0

(
n− ηt
k − `t

)
·
(
η

`

))
.

We can also show that the repair bandwidth of each of the
first ηt columns is optimal, with similar proof of Theorem 3
in [28].

B. The First Transformed Codes

We can obtain the first transformed codes by applying the
transformation in Section IV-A for the codes in Section II-B.
In the first transformed codes, each parity column has optimal
repair bandwidth with d = k+r−1. Therefore, we have η = 1
and t = r.

According to the construction of the transformed codes in
Section IV-A, we need to first create t = r instances of
the codes in Section II-B. For each `, the r intermediate
polynomials s`k(x), s

`
k+1(x), . . . , s

`
k+r−1(x) are computed by[

s`k(x) s`k+1(x) · · · s`k+r−1(x)
]

=
[
s`0(x) s`1(x) · · · s`k−1(x)

]
·Pk×r,

over Rpτ , where Pk×r is the matrix in (4). According to (18),
for j = k, k + 1, . . . , k + r − 1, the r parity polynomials
c0j (x), c

1
j (x), . . . , c

r−1
j (x) stored in column j are

cij(x) = sij(x) + sj−kk+i (x), for i = 0, 1, . . . , j − k − 1,

cj−kj (x) = sj−kj (x),

cij(x) = xτsij(x) + sj−ki+k (x), for i = j − k + 1, . . . , r − 1,
(19)
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with xe0 = xτ . For j = 0, 1, . . . , k − 1, column j stores r
information polynomials s0j (x), s

1
j (x), . . . , s

r−1
j (x). Similar to

the discussion in Section II-B, we have each parity polynomial
c`j(x) being in Cpτ .

Table III shows the r parity polynomials stored in each
parity column. The resultant array codes are called the first
transformed codes. Similar to the proof of Theorem 1 in
[26] and Theorem 4 in [28], we can show that the first
transformed codes have the MDS property, if the array codes
in Section II-B have the MDS property. We show that the
first transformed codes have optimal repair bandwidth for any
parity column in the next theorem.

Theorem 5. The repair bandwidth of column j for j = k, k+
1, . . . , k + r − 1 of the first transformed codes is optimal.

Proof. The proof is similar to that in Theorem 3 in [28].
We can repair column j by downloading k information poly-
nomials sj−k0 (x), sj−k1 (x), . . . , sj−kk−1(x) from k information
columns and r − 1 parity polynomials

xτsj−kk (x) + s0j (x), . . . , x
τsj−kj−1(x) + sj−k−1j (x),

sj−kj+1(x) + sj−k+1
j (x), . . . , sj−kk+r−1(x) + sr−1j (x),

from the other r − 1 surviving parity columns, and the repair
bandwidth is optimal.

We can first compute sj−kk (x), sj−kk+1(x), . . . , s
j−k
k+r−1(x)

from the downloaded k information polynomials sj−k0 (x),
sj−k1 (x), . . . , sj−kk−1(x). As one polynomial sj−kj (x) is known,
we can recover the other r − 1 parity polynomials by

s0j (x) + sj−kk (x) =(1 + xτ )sj−kk (x) + (xτ sj−kk (x) + s0j (x)),

...

sj−k−1
j (x) + sj−kj−1(x) =(1 + xτ )sj−kj−1(x)+

(xτ sj−kj−1(x) + sj−k−1
j (x)),

xτ sj−k+1
j (x) + sj−kj+1 (x) =(1 + xτ )sj−k+1

j (x)+

(sj−kj+1 (x) + sj−k+1
j (x)),

...

xτ sr−1
j (x) + sj−kk+r−1(x) =(1 + xτ )sr−1

j (x) + (sj−kk+r−1(x) + sr−1
j (x)).

Note that the sizes of information bits in the transformed
codes are different from those in the array codes given in
Section II-B. In order for fair comparison, we define the
normalized repair bandwidth as the ratio of repair bandwidth to
all information bits. Next, we show that the repair bandwidth
of any information column is asymptotically optimal.

Theorem 6. The normalized repair bandwidth of column f
of the first transformed codes is the same as that of the array
codes in Section II-B, where f = 0, 1, . . . , k − 1.

Proof. The proof is given in Appendix C.

Take an example of k = 2 and r = 2 to illustrate the first
transformed codes. In the example, we have 32 information
bits that are s`i,j for ` = 0, 1, i = 0, 1, . . . , 7 and j = 0, 1. For
` = 0, 1 and j = 0, 1, we represent the eight information bits

s`0,j , s
`
1,j , . . . , s

`
7,j and four extra bits s`8,j , s

`
9,j , s

`
10,j , s

`
11,j by

polynomial

s`j(x) = s`0,j + s`1,jx+ . . .+ s`11,jx
11.

We first compute the polynomials s`2(x) and s`3(x) by

[
s`2(x) s`3(x)

]
=
[
s`0(x) s`1(x)

] [1 x
1 x2

]
,

over R3·4 for ` = 0, 1, and then store the eight coeffi-
cients of degrees from zero to seven of the polynomials
s02(x), x

4s12(x) + s03(x) and s03(x) + s12(x), s
1
3(x) in column 2

and column 3, respectively. Table IV shows the example of
the first transformed codes.

We show that the efficient repairing procedure of any one
information column of the example in Table I is preserved
in the example in Table IV. We can repair column 0 by
downloading 24 bits

s00,1, s
0
2,1, s

0
4,1, s

0
6,1, s

1
0,1, s

1
2,1, s

1
4,1, s

1
6,1,

s00,2, s
0
2,2, s

0
4,2, s

0
6,2, s

1
0,3, s

1
2,3, s

1
4,3, s

1
6,3,

s00,3 + s18,2, s
0
2,3 + s110,2, s

0
4,3 + s10,2, s

0
6,3 + s12,2,

s00,3 + s10,2, s
0
2,3 + s12,2, s

0
4,3 + s14,2, s

0
6,3 + s16,2.

We can compute

s14,2 =(s00,3 + s18,2) + (s00,3 + s10,2),

s16,2 =(s02,3 + s110,2) + (s02,3 + s12,2),

s18,2 =(s04,3 + s10,2) + (s04,3 + s14,2),

s110,2 =(s06,3 + s12,2) + (s06,3 + s16,2),

and further compute

s04,3 =s14,2 + (s04,3 + s14,2),

s06,3 =s16,2 + (s06,3 + s16,2),

s00,3 =s18,2 + (s00,3 + s18,2),

s02,3 =s110,2 + (s02,3 + s110,2).

Then, we can recover the bits s00,0, s
1
0,0, s

0
2,0, s

1
2,0, s

0
4,0,

s14,0, s
0
6,0, s

1
6,0 in column 0 by

s00,0 =s00,1 + s00,2,

s10,0 =s10,1 + s14,2 + s18,2,

s02,0 =s02,1 + s02,2,

s12,0 =s12,1 + s16,2 + s110,2,

s04,0 =s04,1 + s04,2,

s14,0 =s14,1 + s14,2,

s06,0 =s06,1 + s06,2,

s16,0 =s16,1 + s16,2,
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TABLE III
THE r PARITY POLYNOMIALS STORED IN EACH PARITY COLUMN.

Column k Column k + 1 Column k + 2 · · · Column k + r − 1

s0k(x) s0k+1(x) + s1k(x) s0k+2(x) + s2k(x) · · · s0k+r−1(x) + sr−1
k (x)

xτ s1k(x) + s0k+1(x) s1k+1(x) s1k+2(x) + s2k+1(x) · · · s1k+r−1(x) + sr−1
k+1(x)

xτ s2k(x) + s0k+2(x) xτ s2k+1(x) + s1k+2(x) s2k+2(x) · · · s2k+r−1(x) + sr−1
k+2(x)

...
...

...
. . .

...
xτ sr−1

k (x) + s0k+r−1(x) xτ sr−1
k+1(x) + s1k+r−1(x) xτ sr−1

k+2(x) + s2k+r−1(x) · · · sr−1
k+r−1(x)

TABLE IV
THE EXAMPLE OF THE TRANSFORMED CODES WITH k = 2 AND r = 2.

Column 0 Column 1 Column 2 Column 3
s00,0 s00,1 s00,2 = s00,0 + s00,1 s00,3 + s10,2 = s011,0 + s010,1 + s10,0 + s10,1
s10,0 s10,1 s00,3 + s18,2 = s011,0 + s010,1 + s18,0 + s18,1 s10,3 = s111,0 + s110,1
s01,0 s01,1 s01,2 = s01,0 + s01,1 s01,3 + s11,2 = s00,0 + s011,1 + s11,0 + s11,1
s11,0 s11,1 s01,3 + s19,2 = s00,0 + s011,1 + s19,0 + s19,1 s11,3 = s10,0 + s111,1
s02,0 s02,1 s02,2 = s02,0 + s02,1 s02,3 + s12,2 = s01,0 + s00,1 + s12,0 + s12,1
s12,0 s12,1 s02,3 + s110,2 = s01,0 + s00,1 + s110,0 + s110,1 s12,3 = s11,0 + s10,1
s03,0 s03,1 s03,2 = s03,0 + s03,1 s03,3 + s13,2 = s02,0 + s01,1 + s13,0 + s13,1
s13,0 s13,1 s03,3 + s111,2 = s02,0 + s01,1 + s111,0 + s111,1 s13,3 = s12,0 + s11,1
s04,0 s04,1 s04,2 = s04,0 + s04,1 s04,3 + s14,2 = s03,0 + s02,1 + s14,0 + s14,1
s14,0 s14,1 s04,3 + s10,2 = s03,0 + s02,1 + s10,0 + s10,1 s14,3 = s13,0 + s12,1
s05,0 s05,1 s05,2 = s05,0 + s05,1 s05,3 + s15,2 = s04,0 + s03,1 + s15,0 + s15,1
s15,0 s15,1 s05,3 + s11,2 = s04,0 + s03,1 + s11,0 + s11,1 s15,3 = s14,0 + s13,1
s06,0 s06,1 s06,2 = s06,0 + s06,1 s06,3 + s16,2 = s05,0 + s04,1 + s16,0 + s16,1
s16,0 s16,1 s06,3 + s12,2 = s05,0 + s04,1 + s12,0 + s12,1 s16,3 = s15,0 + s14,1
s07,0 s07,1 s07,2 = s07,0 + s07,1 s07,3 + s17,2 = s06,0 + s05,1 + s17,0 + s17,1
s17,0 s17,1 s07,3 + s13,2 = s06,0 + s05,1 + s13,0 + s13,1 s17,3 = s16,0 + s15,1

and repair s01,0, s
1
1,0, s

0
3,0, s

1
3,0, s

0
5,0, s

1
5,0, s

0
7,0, s

1
7,0 by

s01,0 =s00,1 + s02,3,

s11,0 =s10,1 + s12,3,

s03,0 =s02,1 + s04,3,

s13,0 =s12,1 + s14,3,

s05,0 =s04,1 + s06,3,

s15,0 =s14,1 + s16,3,

s07,0 =s06,1 + s00,3 + s04,3,

s17,0 =s16,1 + s10,3 + s14,3.

C. The Second Transformed Codes

The second transformed codes are obtained by applying
the transformation in Section IV-A for the array codes in
Section II-C. In the second transformed array codes, we have
k information columns and r parity columns, where r ≥ 4
is an even number. Each parity column has optimal repair
bandwidth with d = k+ r

2−1. We thus have t = d−k+1 = r
2

and η =
⌊
r−1
d−k

⌋
= 2.

We should first create r
2 instances of the codes in Sec-

tion II-C and then store r
2 polynomials for each column

according to the transformation in Section IV-A. For ` =
0, 1, . . . , r2 − 1, we compute the intermediate polynomials
s`k(x), s

`
k+1(x), . . . , s

`
k+r−1(x) by[

s`k(x) s`k+1(x) · · · s`k+r−1(x)
]

=
[
s`0(x) s`1(x) · · · s`k−1(x)

]
·Pk×r

over Rpτ , where Pk×r is the matrix in (5). According to (18),
for i = 0, 1, . . . , r2 − 1 and j = 0, 1, the r

2 parity polynomials
c0j (x), c

1
j (x), . . . , c

r
2−1
j (x) stored in column k + j r2 + i are

c`k+j r2+i
(x) = s`k+j r2+i

+ sik+j r2+`
, for ` = 0, 1, . . . , i− 1,

cik+j r2+i
(x) = sik+j r2+i

(x),

c`k+j r2+i
(x) = xτs`k+j r2+i

(x) + sik+j r2+`
(x)

for ` = i+ 1, i+ 2, . . . , r2 − 1,
(20)

with xej = xτ . Column j stores r
2 information polynomials

s0j (x), s
1
j (x), . . . , s

r
2−1
j (x), where j = 0, 1, . . . , k − 1.

The above array codes are called the second transformed
codes. Similar to the proof of Theorem 7 in [18], we can show
that the second transformed codes have the MDS property, if
2deg(f1(x)) is larger than

(
r

2
− 1)

r

2

((
n

k

)
−

2∑
`=0

(
n− r
k − r

2`

)
·
(
2

`

))
. (21)

Although the value in (21) is exponentially increasing with k
and r, we can choose a small prime p for a given r. When
τ = ( r2 )

d k2 e is a power of 2, we have

Mτ
p (x) = 1 + xτ + . . .+ x(p−1)τ = (1 + x+ · · ·+ xp−1)τ .

If p is a prime number with 2 be a primitive element in Fp, then
the polynomial 1 + x + · · · + xp−1 is irreducible. Therefore,
when r

2 is a power of 2, the second transformed codes are
MDS codes, if 2p is larger than the value in (21) and p is a
prime number with 2 be a primitive element in the field Fp.
For example, when r = 4, the value in (21) is strictly less
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than 2n, then the code is MDS code when p ≥ n and p is a
prime number with 2 be a primitive element in the field Fp.

We present that the second transformed codes have optimal
repair bandwidth for any parity column in the next theorem.

Theorem 7. For i = 0, 1, . . . , r2 − 1 and j = 0, 1, the repair
bandwidth of column k + j r2 + i of the second transformed
codes is optimal.

Proof. See the proof of Theorem 3 in [28].

Note that the d helper columns of the transformed codes in
[28] are specific, so the d helper columns of our second trans-
formed codes are also specific. Next theorem shows that the
repair bandwidth of any information column is asymptotically
optimal.

Theorem 8. The normalized repair bandwidth of column f of
the second transformed codes is the same as that of the array
codes in Section II-C, where f = 0, 1, . . . , k − 1.

Proof. Although the parity polynomials stored in parity
columns are linear combinations of some intermediate poly-
nomials and the needed intermediate bits are mixed together,
with the same proof of Theorem 6, we can first compute
all the needed intermediate bits from the downloaded parity
bits and then recover the failed information bits in column f
with the same normalized repair bandwidth as the codes in
Section II-C.

Consider the second transformed code with k = 4, r = 4,
τ = 4 and p = 5. In the example, we have 128 information bits
that are s`i,j for ` = 0, 1, i = 0, 1, . . . , 15 and j = 0, 1, 2, 3. For
` = 0, 1 and j = 0, 1, 2, 3, we represent the 16 information bits
s`0,j , s

`
1,j , . . . , s

`
15,j and four extra bits s`16,j , s

`
17,j , s

`
18,j , s

`
19,j

by polynomial

s`j(x) = s`0,j + s`1,jx+ . . .+ s`19,jx
19.

We first compute s`4(x), s
`
5(x), s

`
6(x), s

`
7(x) by[

s`4(x) s`5(x) s`6(x) s`7(x)
]

=
[
s`0(x) s`1(x) s`2(x) s`3(x)

] 
1 x 1 1
1 x2 x4 x12

1 x4 x2 x8

1 1 x x4


over R5·4 for ` = 0, 1. Table V shows the example of the
second transformed code. Note that we only store the 16
coefficients of degrees from zero to 15 of the polynomials
in Table V.

We can repair column 4 by downloading the first 16
coefficients from each of the five polynomials

s00(x), s
0
1(x), s

0
2(x), s

0
3(x), s

0
5(x) + s14(x),

as we can first compute s04(x), s
0
5(x) from s00(x), s

0
1(x),

s02(x), s
0
3(x) and then compute x4s14(x)+s

0
5(x) by x4(s05(x)+

s14(x))+(1+x4)s05(x). Similarly, we can repair column 5, col-
umn 6 and column 7 by downloading the first 16 coefficients
from each of polynomials

s10(x), s
1
1(x), s

1
2(x), s

1
3(x), x

4s14(x) + s05(x),

s00(x), s
0
1(x), s

0
2(x), s

0
3(x), s

0
7(x) + s16(x),

and

s10(x), s
1
1(x), s

1
2(x), s

1
3(x), x

4s16(x) + s07(x),

respectively.

V. COMPARISONS

In this section, we compare our two transformed codes
and the existing binary MDS array codes with exactly or
asymptotically optimal repair bandwidth for any column in
[18], [26], in terms of sub-packetization, encoding complexity,
supported parameters and repair bandwidth.

We define the encoding complexity as the ratio of total
number of XORs required in the encoding procedure to the
number of parity bits. In the first transformed codes, each
column contains r polynomials. By construction, we should
compute rkτ extra bits that takes rkτ(p − 2) XORs. Then
generating r2 intermediate polynomials takes r2pτ(k − 1)
XORs. Finally, we compute r2 parity polynomials stored in r
parity columns by (19) that takes r(r−1)pτ XORs. Therefore,
the encoding complexity of the first transformed codes is

rkτ(p− 2) + r2pτ(k − 1) + r(r − 1)pτ

r2(p− 1)τ
≈ (r + 1)k

r
− 1

r
.

Similarly, we can calculate that the encoding complexity of
the second transformed codes is

rkτ(p− 2) + r2pτ(k − 1) + r(r − 1)pτ

r2(p− 1)τ
≈ (r + 1)k

r
− 2

r
.

Table VI shows the comparison of existing binary MDS array
codes with exact or asymptotical optimal repair bandwidth
with two transformed codes. The results in Table VI show
that the two transformed codes have less encoding complexity
than the codes in [26] and the second codes in [18].

Note that p should be large enough for the second codes in
[18] and the proposed two transformed codes, while p ≥ n is
sufficient for codes in [26]. However, when r is small, we can
choose a small value of p for the proposed two transformed
codes. For example, when r = 3, p = 3 and τ is a power
of p, the proposed first transformed code is MDS code for
k ≥ 2. In the following, we consider the sub-packetization for
general parameters and we assume that the value of p in codes
in [26] is smaller than that for both the second codes in [18]
and the proposed two transformed codes. We also assume that
the value of p in the second codes in [18] and the proposed
two transformed codes is the same. Compared with the second
codes in [18], the proposed second transformed codes not only
have much less encoding complexity but also smaller sub-
packetization. Compared with the codes in [26], the proposed
two transformed codes have larger sub-packetization. Note that
the proposed first transformed codes can support all parameters
n ≥ k + 2 with d = n − 1 and the supported parameters
of the proposed second transformed codes should satisfy that
r is even number and d = k + r

2 − 1. The codes in [26]
can support all the parameters k < d < n. Moreover, the
repair bandwidths of the proposed two transformed codes are
asymptotically optimal, while the codes in [26] have optimal
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TABLE V
THE EXAMPLE OF THE SECOND TRANSFORMED CODE WITH k = 4 AND r = 4.

Column 0 Column 1 Column 2 Column 3 Column 4 Column 5 Column 6 Column 7
s00(x) s01(x) s02(x) s03(x) s04(x) s05(x) + s14(x) s06(x) s07(x) + s16(x)
s10(x) s11(x) s12(x) s13(x) x4s14(x) + s05(x) s15(x) x4s16(x) + s07(x) s17(x)

TABLE VI
COMPARISON OF BINARY MDS ARRAY CODES WITH EXACTLY OR ASYMPTOTICALLY OPTIMAL REPAIR BANDWIDTH FOR ANY COLUMN, WHERE

η = d− k + 1 FOR THE CODES IN [26].

Codes Sub-packetization Encoding Complexity Parameters (n, k, d) Repair bandwidth

Second code in [18] (p− 1) · ( r
2
)d−1 (r+1)k

r
− 1 + rpτ

2
r is even, d = k + r

2
− 1 asym. opt. for all columns

Code in [26] (p− 1)(η)
d k
η
e+d r

η
e

k − 1 + 3n
2r

+ k−2
p−1

k < d < n opt. for all columns

Proposed code I (p− 1)(r)k+1 (r+1)k
r

− 1
r

n ≥ k + 2, d = n− 1 asym. opt. for all columns

Proposed code II (p− 1)( r
2
)d
k
2
e+1 (r+1)k

r
− 2
r

r is even, d = k + r
2
− 1 asym. opt. for all columns

repair bandwidth. However, the encoding complexity of the
proposed two transformed codes is less than that of the codes
in [26].

VI. CONCLUSION

In this paper, we propose two constructions of binary MDS
array codes that have asymptotically optimal repair bandwidth
for any information column. By applying the transformation
in [28] for the proposed binary MDS array codes, we obtain
two transformed codes that have asymptotically optimal repair
bandwidth for any information column and optimal repair
bandwidth for any parity column. The implementation of
the proposed two transformed codes in practical distributed
storage systems is one of our future work. Furthermore,
how to design new transformation for codes in [17], [19] to
enable optimal repair bandwidth for any single parity column
and asymptotically optimal repair bandwidth for any single
information column is also a future work.

APPENDIX A
PROOF OF THEOREM 3

Proof. We first show that Algorithm 1 can recover all infor-
mation bits in column f . For each i ∈ {0, 1, . . . , (p−1)τ−1},
we have

i mod rf+1 ∈ {t · rf , 1 + t · rf , . . . , (t+ 1) · rf − 1}

for a given t with 0 ≤ t ≤ r − 1. By Algorithm 1, we can
recover each bit si,f with either j = 0 or j = r − t, and thus
we can recover all the bits in column f by Algorithm 1.

Then, we calculate the repair bandwidth of column f .
According to Algorithm 1, we recover the bits si,f by (9),
i.e., by downloading one parity bit si+(r−t)rf ,k+t and k − 1
information bits si+(r−t)rf−(r−t)r`,` with ` = 0, 1, . . . , f −
1, f + 1, . . . , k − 1 and i satisfying

i mod rf+1 ∈ {t · rf , 1 + t · rf , . . . , (t+ 1) · rf − 1} (22)

for t = 1, 2, . . . , r − 1. If

i mod rf+1 ∈ {0, 1, . . . , rf − 1}, (23)

we recover the bits si,f by downloading one parity bit si,k and
k− 1 information bits si,0, si,1, . . ., si,f−1, si,f+1, . . . , si,k−1.

Recall that (p − 1)τ is a multiple of rk and also a multiple
of rf+1 for f = 0, 1, . . . , k − 1, and thus i mod rf+1 is
uniformed distributed over {0, 1, . . . , rf+1 − 1}.

We can first download k(p − 1)τ/r bits si,` with ` =
0, 1, . . . , f−1, f+1, . . . , k−1 and i satisfying (23) by steps 2
and 3 in Algorithm 1. Then, we only need to download the bits
in steps 5 and 6 which have not downloaded in steps 2 and 3.
We first consider the bits si+(r−t)rf−(r−t),0 downloaded from
column 0. If i mod rf+1 = t · rf , then there exists an integer
m such that i = m · rf+1 + t · rf and

(i+ (r − t)rf − (r − t)) mod rf+1

=((m · rf+1 + t · rf + (r − t)rf − (r − t))) mod rf+1

=rf+1 − (r − t) mod rf+1.

By repeating the above procedure for i mod rf+1 = t ·rf , 1+
t · rf , . . . , (t+ 1) · rf − 1, we can obtain

(i+ (r − t)rf − (r − t)) mod rf+1 ∈
{rf+1 − (r − t), . . . , rf+1 − 1, 0, 1, . . . , rf − (r − t)− 1}.

Recall that (p − 1)τ/r bits si,0 with i satisfying (23) have
already been downloaded. As

{rf+1 − (r − t), . . . , rf+1 − 1, 0, 1, . . . , rf − (r − t)− 1}\
{0, 1, . . . , rf − 1} = {rf+1 − (r − t), . . . , rf+1 − 1},

we only need to download (p−1)τ
rf

bits si,0 from column 0
with

i mod rf+1 ∈ {rf+1 − (r − t), . . . , rf+1 − 1}.
By repeating the above discussion for column j, we need

to download rj (p−1)τ
rf

bits from column j in steps 5 and 6,
where j = 0, 1, . . . , f − 1. Consider column j with j = f +
1, f + 2, . . . , k − 1. When i mod rf+1 runs from t · rf to
(t+ 1) · rf − 1, we have

(i+ (r − t)rf − (r − t)r`) mod rf+1 = 0, 1, . . . , rf − 1,

and we do not need to download bit from column j any more
in steps 5 and 6.

Therefore, the bits downloaded in repairing column f is

(p− 1)(k + r − 1)τ

r
+

f−1∑
`=0

r`
(p− 1)τ

rf

as given in (10).
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APPENDIX B
PROOF OF THEOREM 4

Proof. First we consider that f ∈ {0, 1, . . . , dk2 e−1}. Similar
to the proof of Theorem 3, we can show that Algorithm 2 can
recover all information bits in column f .

Next, we calculate the repair bandwidth of column f . When
f ∈ {0, 1, . . . , dk2 e − 1}, we recover the bits si,f by (14) by
Algorithm 2. If

i mod (
r

2
)f+1 ∈ {t · (r

2
)f , 1+ t · (r

2
)f , . . . , (t+1) · (r

2
)f − 1}

(24)
for t = 1, 2, . . . , r − 1, then we need to download one
parity bit si+( r2−t)(

r
2 )
f ,k+ r

2−t, and k − 1 information bit-
s si+( r2−t)(

r
2 )
f ,k−1 and si+( r2−t)(

r
2 )
f−( r2−t)(

r
2 )
`,` with ` =

0, 1, . . . , f − 1, f + 1, . . . , k − 2. If

i mod (
r

2
)f+1 ∈ {0, 1, . . . , (r

2
)f − 1}, (25)

we need to download one parity bit si,k and k−1 information
bits si,0, si,1, . . . , si,f−1, si,f+1, . . . , si,k−1. Recall that (p −
1)τ is a multiple of ( r2 )

r
2 and also a multiple of ( r2 )

f+1 for f =
0, 1, . . . , r2−1, and thus i mod ( r2 )

f+1 is uniformed distributed
over {0, 1, . . . , ( r2 )

f+1 − 1}.
We can first download k(p − 1)τ/ r2 bits si,` with ` =

0, 1, . . . , f − 1, f +1, . . . , k− 1 and i satisfying (25) by steps
2 to 4 in Algorithm 2. Then, we only need to download the
bits in steps 5 to 7 which have not downloaded in steps 2 to
4. We first consider the bits si+( r2−t)(

r
2 )
f−( r2−t),0 downloaded

from column 0. If i mod ( r2 )
f+1 = t · ( r2 )

f , then there exists
an integer m such that i = m · ( r2 )

f+1 + t · ( r2 )
f and

(i+ (
r

2
− t)(r

2
)f − (

r

2
− t)) mod (

r

2
)f+1

=((m · r
2

f+1
+ t · r

2

f
+ (

r

2
− t)r

2

f
− (

r

2
− t))) mod

r

2

f+1

=(
r

2
)f+1 − (

r

2
− t) mod (

r

2
)f+1.

By repeating the above procedure for i mod ( r2 )
f+1 = t ·

( r2 )
f , 1 + t · ( r2 )

f , . . . , (t+ 1) · ( r2 )
f − 1, we can obtain

(i+ (
r

2
− t)(r

2
)f − (

r

2
− t)) mod (

r

2
)f+1 ∈

{r
2

f+1
− (

r

2
− t), . . . , r

2

f+1
− 1, 0, 1, . . . ,

r

2

f
− (

r

2
− t)− 1}.

Recall that (p − 1)τ/ r2 bits si,0 with i satisfying (25) have
already been downloaded. As

{r
2

f+1
− (

r

2
− t), . . . , r

2

f+1
− 1, 0, 1, . . . ,

r

2

f
− (

r

2
− t)− 1}\

{0, 1, . . . , r
2

f
− 1} = {r

2

f+1
− (

r

2
− t), . . . , r

2

f+1
− 1},

we only need to download (p−1)τ
( r2 )

f bits si,0 from column 0
with

i mod (
r

2
)f+1 ∈ {(r

2
)f+1 − (

r

2
− t), . . . , (r

2
)f+1 − 1}.

By repeating the above discussion for column j, we need
to download ( r2 )

j (p−1)τ
( r2 )

f bits from column j in steps 5 to
7, where j = 0, 1, . . . , f − 1. Consider column j with j =

f+1, f+2, . . . , k−1. When i mod ( r2 )
f+1 runs from t ·( r2 )

f

to (t+ 1) · ( r2 )
f − 1, we have

(i+ (
r

2
− t)r

2

f
− (

r

2
− t)r

2

`
) mod

r

2

f+1
= 0, 1, . . . ,

r

2

f
− 1,

and we do not need to download bit from column j any more
in steps 5 to 7.

Therefore, the bits downloaded in repairing column f is

(p− 1)(k + r
2 − 1)τ

r
2

+

f−1∑
`=0

(
r

2
)`
(p− 1)τ

( r2 )
f

as given in (17).
For f ∈ {dk2 e, d

k
2 e+1, . . . , k− 1}, the repair bandwidth of

column f can be obtained similarly.

APPENDIX C
PROOF OF THEOREM 6

Proof. Recall that, in Algorithm 1, we need to download
the parity bits si,k from column k for i mod rf+1 ∈
{0, 1, . . . , rf −1} and si+(r−t)rf ,k+r−t from column k+r− t
for t = 1, 2, . . . , r−1 and i mod rf+1 ∈ {trf , 1+trf , . . . , (t+
1)rf − 1}. When i mod rf+1 runs from trf to (t− 1)rf − 1,
we have

(i+ (r − t)rf ) mod rf+1 = {0, 1, . . . , rf − 1},

where we need to download si,k+j from column k + j for
i mod rf+1 ∈ {0, 1, . . . , rf − 1} and j = 0, 1, . . . , r − 1, in
repairing column f . Let the set of the indices of information
bits downloaded from column j with j = 0, 1, . . . , f − 1, f +
1, . . . , k−1 in repairing column f of the array codes in Section
II-B is denoted by Sf,j . In the following, we show that we can
repair column f of the transformed codes by downloading all
information bits s`i,j from column j for ` = 0, 1, . . . , r−1, j =
0, 1, . . . , f−1, f+1, . . . , k−1. i ∈ Sf,j , all parity bits c`i,j from
column j for ` = 0, 1, . . . , r− 1, j = k, k+ 1, . . . , k+ r− 1,
and i mod rf+1 ∈ {0, 1, . . . , rf − 1}.

Consider the downloaded parity bits c`i,j for ` =
0, 1, . . . , r − 1, j = k, k + 1, . . . , k + r − 1 and i =
0, τ, 2τ, . . . , (p− 1)τ . According to (19), we have c`i,j = s`i,j
when ` = j − k, c`i,j = s`i,j + sj−ki,k+` when ` ≤ j − k and
c`i,j = s`i−τ,j+ s

j−k
i,k+` when ` ≥ j−k. For ` 6= j−k, we have

downloaded the following bits

s`0,j + sj−k0,k+`, s`(p−1)τ,j + sj−k0,k+`,

s`τ,j + sj−kτ,k+`, s`0,j + sj−kτ,k+`,

...
...

s`(p−2)τ,j + sj−k(p−2)τ,k+`, s`(p−3)τ,j + sj−k(p−2)τ,k+`,

and then we can compute

s`0,j + s`(p−1)τ,j =(s`0,j + sj−k0,k+`) + (s`(p−1)τ,j + sj−k0,k+`),

s`τ,j + s`0,j =(s`τ,j + sj−kτ,k+`) + (s`0,j + sj−kτ,k+`),

...

s`(p−2)τ,j + s`(p−3)τ,j =(s`(p−2)τ,j + sj−k(p−2)τ,k+`)+

(s`(p−3)τ,j + sj−k(p−2)τ,k+`).
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Recall that the extra bit s`(p−1)τ,j is computed as s`(p−1)τ,j =
s`0,j+s

`
τ,j+. . .+s

`
(p−2)τ,j . We can obtain s`(p−2)τ,j+s

`
(p−3)τ,j

and s`(p−2)τ,j by

s`(p−2)τ,j + s`(p−3)τ,j = (s`0,j + s`(p−1)τ,j) + (s`τ,j + s`0,j) + . . .

+ (s`(p−2)τ,j + s`(p−3)τ,j),

s`(p−2)τ,j = (s`0,j + s`(p−1)τ,j) + (s`2τ,j + s`τ,j)+

(s`4τ,j + s`3τ,j) + . . .+ (s`(p−3)τ,j + s`(p−4)τ,j).

We can compute the other bits s`iτ,j for i = p−3, p−4, . . . , 0
by

s`iτ,j = s`(i+1)τ,j + (s`(i+1)τ,j + s`iτ,j).

Once the bits s`iτ,j for i = 0, 1, . . . , p− 2 are known, we can
compute the bits sj−kiτ,k+` by

sj−kiτ,k+` = s`iτ,j + (s`iτ,j + sj−kiτ,k+`).

As τ is a multiple of rf+1, we can compute the bits s`iτ,j and
sj−kiτ,k+` for all i mod rf+1 ∈ {0, 1, . . . , rf − 1} by repeating
the above procedure.

Recall that we can recover the polynomial s`f (x) in column
f from the information bits s`i,j for j = 0, 1, . . . , k − 1, i ∈
Sf,j , the bits s`i,j for j = k, k + 1, . . . , k + r − 1, and i mod
rf+1 ∈ {0, 1, . . . , rf − 1}. As we have computed all bits s`i,j
for ` = 0, 1, . . . , r−1, j = k, k+1, . . . , k+ r−1, and i mod
rf+1 ∈ {0, 1, . . . , rf − 1} by the above procedure, together
with the downloaded information bits s`i,j from column j for
` = 0, 1, . . . , r − 1, j = 0, 1, . . . , f − 1, f + 1, . . . , k − 1, and
i ∈ Sf,j , we can recover the r polynomials in column f by
Algorithm 1. By Theorem 3, the repair bandwidth of column
f of the first constructed array codes is

(p− 1)τ(k + r − 1)

r
+

(p− 1)τ(rf − 1)

(r − 1)rf
.

Hence, the repair bandwidth of column f of the first trans-
formed codes is

r(
(p− 1)τ(k + r − 1)

r
+

(p− 1)τ(rf − 1)

(r − 1)rf
).

Recall that the number of all information bits of the first
constructed array codes and the first transformed codes is
k(p−1)τ and rk(p−1)τ , respectively. The normalized repair
bandwidth of column f of the first constructed array codes is
the same as that of the first transformed codes.
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