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#### Abstract

Zigzag-decodable codes have been proposed for distributed storage systems to achieve fast decoding of uncoded data packets through the iterative decoding of data bits from coded packets. To maintain high data availability, it is critical to minimize the repair bandwidth by downloading the least amount of bits for repairing any lost packet. In this work, we propose zigzag-decodable reconstruction (ZDR) codes which achieve asymptotically minimum repair bandwidth for repairing a single node, while preserving the high computational efficiency due to zigzag decoding. We present two explicit constructions of ZDR codes such that any node of ZDR codes can be repaired with asymptotically minimum repair bandwidth. The first construction is based on the well-designed encoding matrix and a generic transformation, while the second construction is designed by recursively employing the proposed generic transformation for any existing zigzag-decodable code. Moreover, we show that the proposed two classes of ZDR codes can be decoded by the zigzag decoding algorithm and have less computational complexity than the existing codes with asymptotically or exactly minimum repair bandwidth.


Index Terms-Zigzag-decodable codes, minimum repair bandwidth, zigzag-decodable reconstruction codes, computational complexity.

## I. INTRODUCTION

Distributed storage systems achieve high fault tolerance by striping data redundancy across multiple storage nodes. ReedSolomon (RS) codes [1] are a well-known family of erasure codes that have been widely implemented in production [2], [3]. An $(n, k)$ RS code divides file data into $k$ uncoded data packets of $L$ bits, which are encoded into additional $r=n-k$ coded packets of the same size. The $n$ packets are stored in $n$ nodes (one packet per node). The maximum distance separable (MDS) property, that any $k$ out of the $n$ nodes can recover all the original data packets, should be maintained to tolerate any $n-k$ node failures. RS codes are storage-optimal, as they incur the minimum amount of redundancy to achieve the MDS property. However, RS codes have two drawbacks. First, RS codes perform all coding operations over a large finite field, thereby incurring high encoding and decoding complexities. Second, RS codes download $k$ packets from surviving nodes to repair any lost packet, thereby incurring high repair bandwidth (i.e., the amount of bits transferred during a repair operation).

[^0]Zigzag decoding [4] is a fast decoding technique that allows data bits to be iteratively decoded from coded bits. It is originally designed for wireless communications [4]. Followup studies propose zigzag-decodable codes for distributed storage systems [5], [6] to achieve fast decoding of data packets using only XOR operations with the overall decoding complexity $O\left(k^{2} L\right)$ [5]. However, existing zigzag-decodable codes still incur high repair bandwidth as in RS codes.

As failures are prevalent in practice [2], it is critical to minimize the repair bandwidth in the face of failures to maintain high data availability. Assume that a file data with $k \alpha$ data packets is encoded with additional $r \alpha$ coded packets. The data packets and coded packets are stored in $n=k+r$ nodes, where each node stores $\alpha$ packets with the MDS property being satisfied. The number of bits stored in each node, $\alpha L$, is called sub-packetization level. The first $k$ nodes that store data packets are called data nodes and the last $r$ nodes that store coded packets are called coded nodes. Let $d$ (where $k \leq d \leq n-1$ ) be the number of surviving nodes that are accessed to repair a single failed node. It is shown in [7] that repairing the $\alpha$ packets in a single failed node needs to download at least $\frac{L \alpha}{d-k+1}$ bits from each of the $d$ surviving nodes, and hence the minimum repair bandwidth is

$$
\begin{equation*}
\frac{d L \alpha}{d-k+1} \text { (bits), } \tag{1}
\end{equation*}
$$

where $L$ is the size of data packets. Many constructions [7][11] have been proposed to achieve the minimum repair bandwidth. However, such constructions operate on a sufficiently large finite field and incur high computational complexity. Thus, we pose the following question: Can we minimize the repair bandwidth of zigzag-decodable codes, while preserving the decoding efficiency? This question will be answered in this work.

## A. Related Work

Several MDS codes [12]-[19] have been proposed to achieve asymptotically or exactly minimum repair bandwidth, while incurring lower computational complexity. One way to reduce the computational complexity is to reduce the underlying field size. Some constructions over small nonbinary field with optimal repair bandwidth are given in [11], [20], [21]. Computational complexity would be especially lower if a code is designed over the binary field. For example, MDR codes [12] and ButterFly codes [13] achieve the minimum repair bandwidth with two coded nodes (i.e., $r=2$ ). Some constructions over the binary field support more than two
coded nodes with the asymptotically minimum repair bandwidth [15]-[18]; however, they do not provide any efficient decoding algorithm when some nodes are erased. A generic transformation for EVENODD codes [22], [23] is proposed in [24] to enable the minimum repair bandwidth such that the existing efficient decoding method of EVENODD codes [23], [25] can be employed in the transformed EVENODD codes. However, the efficient decoding methods in [23], [25] are only applicable for some special cases corresponding to solving the linear systems with Vandermonde matrix. The decoding complexity of the general case is with $O\left(k^{2} L^{2}\right)$, where $L$ is the packet length.

Another way to reduce the computational complexity, especially the decoding complexity, is to design codes that can avoid the step of transforming the system of linear equations to row echelon form or computing the inverse matrix of the encoding matrix, where only backward substitution is required. Zigzag-decodable codes [5] are such codes that only require backward substitution (call zigzag decoding) in the decoding process. Some constructions of zigzag-decodable codes have been proposed in [5], [6], [26], however, they do not consider the repair problem of one failed node and the repair bandwidth is high. Similar idea is used in index coding [27] and secret sharing scheme [28]. Product-matrix regenerating codes [14] achieve the minimum repair bandwidth and can be augmented with zigzag decoding; however, when they build on the product-matrix coding framework [8], they only have a low code rate (i.e., the ratio of the file size to the total storage space) up to 0.5 .

## B. Contribution

This paper proposes a new class of erasure codes called zigzag-decodable reconstruction (ZDR) codes which achieve five practical properties that are critical for real-world deployment: (i) MDS property (i.e., accessing any $k$ out of $n$ nodes can recover the information stored in the $k$ data nodes); (ii) efficient decoding (i.e., any erased data nodes can be decoded through zigzag decoding); (iii) XOR-only operations (i.e., all encoding, decoding, and repair operations involve only bitwise XORs); (iv) high code rate (i.e., the code rate is larger than 0.5 ); and (v) asymptotically minimum repair bandwidth for a single node (i.e., repairing any single node achieves the minimum repair bandwidth asymptotically in $n$ or $L$ by connecting to $d=n-1$ surviving nodes). Note that in ZDR codes, the size of data packet is $L$ and the size of coded packet is no less than $L$, but the additional storage overhead of coded packet becomes negligible if $L$ is sufficiently large.

We first give a construction of zigzag-decodable codes by choosing a well-designed encoding matrix that have asymptotically minimum repair bandwidth for a single data node, and then present a generic transformation that can transform any zigzag-decodable codes into a new zigzag-decodable code with asymptotically minimum repair bandwidth for each of any $r$ nodes. Next, we present two explicit constructions of ZDR codes that have the above five practical properties. The first construction is based on the proposed zigzag-decodable codes with asymptotically minimum repair bandwidth for any
one of data nodes and the generic transformation for zigzagdecodable codes. The second construction is designed by recursively applying the generic transformation for a zigzagdecodable codes.

Although both the proposed ZDR codes and the zigzagdecodable codes in [5] can be decoded by zigzag decoding, the two codes are fundamental different. First, our ZDR codes have asymptotically or exactly optimal repair bandwidth for all nodes, while not for the codes in [5]. Second, the technique employed in the construction is different. In this paper, we present two classes of ZDR codes. The first class of ZDR codes is constructed by first choosing a well-design encoding matrix and then apply the transformation designed for ZDR codes. The second class of ZDR codes is constructed by recursively applying the proposed transformation for any zigzag-decodable codes, such as the codes in [5]. The zigzagdecodable codes in [5] only consider the zigzag decoding, but not to reduce the repair bandwidth.

Similar transformation in optimizing repair bandwidth of MDS codes can be found in [10], [24], [29]. Li et al. [10] propose a transformation for non-binary MDS codes to enable optimal repair bandwidth. Two different transformations for binary MDS array codes are considered in [24], [29] to enable optimal repair bandwidth. A more general transformation for MDS codes to enable optimal repair bandwidth with more parameters is given in [30]. The main differences between our transformation and the transformations in [10], [24], [29], [30] are summarized as follows. First, the structures of our transformation and the transformations in [10], [24], [29], [30] are different. In our transformation, we first make some cyclicshifts for the $r \times r$ square matrix corresponding to the chosen $r$ nodes that are enabled to have optimal repair bandwidth, and then replace some entries in the $r \times r$ square matrix by linear combinations. In contrast, cyclic-shifts for the $r \times r$ square matrix are not made in the transformations [10], [24], [29], [30]. Because of the above difference, we can apply the transformation for the designed zigzag-decodable codes with asymptotically optimal repair bandwidth for any data node to obtain ZDR codes that have asymptotically or exactly optimal repair bandwidth for any node. Second, the existing transformations [10], [24], [29], [30] do not work for zigzagdecodable codes, while our transformation not only works for zigzag-decodable codes but also for MDS array codes.

This paper is organized as follows. In Section II, we first present a simple motivating example that illustrates the proposed approach. In Section III, we give a new construction of zigzag-decodable codes that have asymptotically minimum repair bandwidth for every data node. Section IV presents a generic transformation for any one zigzag-decodable codes to enable asymptotically minimum repair bandwidth for any coded node. In Section V, we propose ZDR codes that have asymptotically minimum repair bandwidth for all nodes, and give two code constructions of ZDR codes. We also give the repair algorithm and decoding method for the proposed two classes of ZDR codes in Section V. Section VII concludes the paper.

TABLE I: Example of ZDR codes with $(n, k, \alpha)=(4,2,2)$ and $L=8$.

| Node 0 | Node 1 | Node 2 | Node 3 |
| :---: | :---: | :---: | :---: |
| $\begin{aligned} & \hline s_{0,0}^{0} \\ & s_{0,0}^{1} \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline \hline s_{0,1}^{0} \\ & s_{0,1}^{1} \end{aligned}$ | $\begin{gathered} \hline \hline s_{0,2}^{0}=s_{0,0}^{0}+s_{0,1}^{0} \\ +s_{0,0}^{1}+s_{0,1}^{1} \\ s_{0,2}^{1}=s_{0,0}^{1} \end{gathered}$ | $\begin{gathered} s_{0,3}^{0}=s_{0,0}^{0} \\ s_{0,3}^{1}=s_{0,0}^{0}+s_{0,1}^{0} \\ +s_{4,0}^{1}+s_{4,1}^{1} \end{gathered}$ |
| $s_{1,0}^{0}$ $s_{1,0}^{1}$ | $\begin{aligned} & s_{1,1}^{\mathrm{U}} \\ & s_{1,1}^{1} \end{aligned}$ | $\begin{gathered} s_{1,2}^{0}=s_{1,0}^{0}+s_{1,1}^{0} \\ +s_{1,0}^{1}+s_{1,1}^{1} \\ s_{1,2}^{1}=s_{1,0}^{1}+s_{0,1}^{1} \end{gathered}$ | $\begin{aligned} & s_{1,3}^{0}=s_{1,0}^{0}+s_{0,1}^{0} \\ & s_{1,3}^{1}=s_{1,0}^{0}+s_{1,1}^{0} \\ & \quad+s_{5,0}^{1}+s_{5,1}^{1} \end{aligned}$ |
| $\begin{aligned} & s_{2,0}^{0} \\ & s_{2,0}^{1} \end{aligned}$ | $\begin{aligned} & s_{2,1}^{0} \\ & s_{2,1}^{1} \end{aligned}$ | $\begin{gathered} s_{2,2}^{0}=s_{2,0}^{0}+s_{2,1}^{0} \\ +s_{2,0}^{1}+s_{2,1}^{1} \\ s_{2,2}^{1}=s_{2,0}^{1}+s_{1,1}^{1} \end{gathered}$ | $\begin{aligned} & s_{2,3}^{0}=s_{2,0}^{0}+s_{1,1}^{0} \\ & s_{2,3}^{1}=s_{2,0}^{0}+s_{2,1}^{0} \\ & \quad+s_{6,0}^{1}+s_{6,1}^{1} \end{aligned}$ |
| $\begin{aligned} & s_{3,0}^{0} \\ & s_{3,0}^{1} \end{aligned}$ | $\begin{aligned} & s_{3,1}^{0} \\ & s_{3,1}^{1} \end{aligned}$ | $\begin{gathered} s_{3,2}^{0}=s_{3,0}^{0}+s_{3,1}^{0} \\ +s_{3,0}^{1}+s_{3,1}^{1} \\ s_{3,2}^{1}=s_{3,0}^{1}+s_{2,1}^{1} \end{gathered}$ | $\begin{aligned} & s_{3,3}^{0}=s_{3,0}^{0}+s_{2,1}^{0} \\ & s_{3,3}^{1}=s_{3,0}^{0}+s_{3,1}^{0} \\ & \quad+s_{7,0}^{1}+s_{7,1}^{1} \end{aligned}$ |
| $\begin{aligned} & s_{4,0}^{0} \\ & s_{4,0}^{1} \end{aligned}$ | $\begin{aligned} & s_{4,1}^{0} \\ & s_{4,1}^{1} \end{aligned}$ | $\begin{gathered} s_{4,2}^{0}=s_{4,0}^{0}+s_{4,1}^{0} \\ +s_{4,0}^{1}+s_{4,1}^{1} \\ s_{4,2}^{1}=s_{4,0}^{1}+s_{3,1}^{1} \end{gathered}$ | $\begin{gathered} s_{4,3}^{0}=s_{4,0}^{0}+s_{3,1}^{0} \\ s_{4,3}^{1}=s_{4,0}^{0}+s_{4,1}^{0}+s_{4,0}^{1} \\ +s_{4,1}^{1}+s_{0,0}^{1}+s_{0,1}^{1} \end{gathered}$ |
| $\begin{aligned} & s_{5,0}^{0} \\ & s_{5,0}^{1} \end{aligned}$ | $\begin{aligned} & s_{5,1}^{0} \\ & s_{5,1}^{1} \end{aligned}$ | $\begin{aligned} & s_{5,2}^{0}=s_{5,0}^{0}+s_{5,1}^{0} \\ & +s_{5,0}^{1}+s_{5,1}^{1} \\ & s_{5,2}^{1}=s_{5,0}^{1}+s_{4,1}^{1} \end{aligned}$ | $\begin{gathered} s_{5,3}^{0}=s_{5,0}^{0}+s_{4,1}^{0} \\ s_{5,3}^{1}=s_{5,0}^{0}+s_{5,1}^{0}+ \\ s_{5,0}^{1}+s_{5,1}^{1}+s_{1,0}^{1}+s_{1,1}^{1} \end{gathered}$ |
| $s_{6,0}^{0}$ $s_{6,0}^{1}$ | $s_{6,1}^{0}$ $s_{6,1}^{1}$ | $\begin{aligned} & s_{6,2}^{0}=s_{6,0}^{0}+s_{6,1}^{0} \\ & \quad+s_{6,0}^{1}+s_{6,1}^{1} \\ & s_{6,2}^{1}=s_{6,0}^{1}+s_{5,1}^{1} \end{aligned}$ | $\begin{aligned} & s_{6,3}^{0}=s_{6,0}^{0}+s_{5,1}^{0} \\ & s_{6,3}^{1}=s_{6,0}^{0}+s_{6,1}^{0}+s_{6,0}^{1} \\ & \quad+s_{6,1}^{1}+s_{2,0}^{1}+s_{2,1}^{1} \end{aligned}$ |
| $s_{7,0}^{0}$ $s_{7,0}^{1}$ | $s_{7,1}^{0}$ $s_{7,1}^{1}$ | $\begin{gathered} s_{7,2}^{0}=s_{7,0}^{0}+s_{7,1}^{0} \\ +s_{7,0}^{1}+s_{7,1}^{1} \\ s_{7,2}^{1}=s_{7,0}^{1}+s_{6,1}^{1} \end{gathered}$ | $\begin{aligned} & s_{7,3}^{0}=s_{7,0}^{0}+s_{6,1}^{0} \\ & s_{7,3}^{1}=s_{7,0}^{0}+s_{7,1}^{0}+s_{7,0}^{1} \\ & \quad+s_{7,1}^{1}+s_{3,0}^{1}+s_{3,1}^{1} \end{aligned}$ |
|  |  | $s_{8,2}^{1}=s_{7,1}^{1}$ | $s_{8,3}^{0}=s_{7,1}^{0}$ |

## II. A Motivating Example

We present a motivating example with $(n, k, \alpha)=(4,2,2)$ and $L=8$ to show the construction of ZDR codes. Table I presents the code given in the example. Note that each data node stores $\alpha L=16$ bits and each coded node stores 17 bits, i.e., the additional storage overhead of each coded node is one bit. For nodes 0 and 1 , each of them stores $2 L=$ 16 information bits $s_{0,0}^{0}, s_{1,0}^{0}, \ldots, s_{7,0}^{0}, s_{0,0}^{1}, s_{1,0}^{1}, \ldots, s_{7,0}^{1}$ and $s_{0,1}^{0}, s_{1,1}^{0}, \ldots, s_{7,1}^{0}, s_{0,1}^{1}, s_{1,1}^{1}, \ldots, s_{7,1}^{1}$, respectively. Let $s_{i, 0}^{0}=$ $s_{i, 0}^{1}=s_{i, 1}^{0}=s_{i, 1}^{1}=0$ for $i<0$ and $i>7$. Node 2 stores 17 parity bits $s_{0,2}^{0}, s_{1,2}^{0}, \ldots, s_{7,2}^{0}$ and $s_{0,2}^{1}, s_{1,2}^{1}, \ldots, s_{8,2}^{1}$ that are computed as

$$
\begin{aligned}
& s_{i, 2}^{0}=s_{i, 0}^{0}+s_{i, 1}^{0}+s_{i, 0}^{1}+s_{i, 1}^{1} \text { for } i=0,1, \ldots, 7, \\
& s_{i, 2}^{1}=s_{i, 0}^{1}+s_{i-1,1}^{1} \text { for } i=0,1, \ldots, 8
\end{aligned}
$$

Node 3 stores 17 parity bits $s_{0,3}^{0}, s_{1,3}^{0}, \ldots, s_{8,3}^{0}$ and $s_{0,3}^{1}, s_{1,3}^{1}, \ldots, s_{7,3}^{1}$ that are computed as
$s_{i, 3}^{0}=s_{i, 0}^{0}+s_{i-1,1}^{0}$ for $i=0,1, \ldots, 8$,
$s_{i, 3}^{1}=s_{i, 0}^{0}+s_{i, 1}^{0}+s_{4+i, 0}^{1}+s_{4+i, 1}^{1}$ for $i=0,1,2,3$,
$s_{i, 3}^{1}=s_{i, 0}^{0}+s_{i, 1}^{0}+s_{i, 0}^{1}+s_{i, 1}^{1}+s_{i-4,0}^{1}+s_{i-4,1}^{1}$ for $i=4,5,6,7$.
We argue that we can recover the information bits from any two nodes (i.e., the MDS property holds). From node 0 and node 1 , we can directly obtain the information bits. Also, we can verify that the information bits can be obtained from node 0 or node 1 plus any of node 2 and node 3 . For example, if we want to decode the information bits from node 0 and node 2, we can subtract $s_{i, 0}^{1}$ from $s_{i, 0}^{1}+s_{i-1,1}^{1}$ to get the value of $s_{i-1,1}^{1}$ for $i=1,2, \ldots, 8$, and then decode $s_{i, 1}^{0}$ by subtracting $s_{i, 0}^{0}, s_{i, 0}^{1}, s_{i, 1}^{1}$ from $s_{i, 0}^{0}+s_{i, 1}^{0}+s_{i, 0}^{1}+s_{i, 1}^{1}$ for $i=0,1, \ldots, 7$.

Finally, we can decode the information bits from node 2 and node 3. First, we can compute $s_{i, 0}^{0}+s_{i, 1}^{0}$ and $s_{i, 0}^{1}+s_{i, 1}^{1}$ for $i=0,1, \ldots, 7$ from $s_{0,2}^{0}, s_{1,2}^{0}, \ldots, s_{7,2}^{0}, s_{0,3}^{1}, s_{1,3}^{1}, \ldots, s_{7,3}^{1}$. Specifically, we can obtain $s_{i, 0}^{1}+s_{i, 1}^{1}$ for $i \stackrel{1}{=} 0,1,2,3$ by $s_{i+4,2}^{0}+s_{i+4,3}^{1}$; obtain $s_{i, 0}^{0}+s_{i, 1}^{0}$ for $i=0,1,2,3$ by $s_{i, 2}^{0}+\left(s_{i, 0}^{1}+s_{i, 1}^{1}\right) ;$ obtain $s_{i, 0}^{1}+s_{i, 1}^{1}$ for $i=4,5,6,7$ by $s_{i, 3}^{1}+\left(s_{i-4,0}^{0}+s_{i-4,1}^{0}\right)$; and then obtain $s_{i, 0}^{0}+s_{i, 1}^{0}$ for $i=4,5,6,7$ by $s_{i, 2}^{0}+\left(s_{i, 0}^{0}+s_{i, 1}^{0}\right)$. We can decode $s_{i, 0}^{1}, s_{i, 1}^{1}$ from $s_{i, 0}^{1}+s_{i, 1}^{1}$ and $s_{i, 0}^{1}+s_{i-1,1}^{1}$ for $i=0,1, \ldots, 7$ via zigzag decoding as follows. We can directly obtain $s_{0,0}^{1}$, and then subtract $s_{0,0}^{1}$ from $s_{0,0}^{1}+s_{0,1}^{1}$ to obtain $s_{0,1}^{1}$, which is subtracted from $s_{1,0}^{1}+s_{0,1}^{1}$ to obtain $s_{1,0}^{1}$, until all 16 information bits $s_{i, 0}^{1}, s_{i, 1}^{1}$ with $i=0,1, \ldots, 7$ are decoded. We can also decode $s_{i, 0}^{0}, s_{i, 1}^{0}$ from $s_{i, 0}^{0}+s_{i, 1}^{0}$ and $s_{i, 0}^{0}+s_{i-1,1}^{0}$ for $i=0,1, \ldots, 7$ with the same method.

Our code construction also permits efficient repair upon the failure of any single node. We consider the case that node 0 fails as an example. Instead of decoding the information bits of node 0 by retrieving the bits from $k=2$ nodes, we can recover node 0 with smaller repair bandwidth by retrieving the bits from the remaining three surviving nodes. Specifically, we recover the bits $s_{2 \ell, 0}^{1}$ for $\ell=0,1,2,3$ by

$$
\begin{aligned}
& s_{0,0}^{1}=s_{0,1}^{1}+\left(s_{4,2}^{0}+s_{4,3}^{1}\right), \\
& s_{2,0}^{1}=s_{2,1}^{1}+\left(s_{6,2}^{0}+s_{6,3}^{1}\right), \\
& s_{4,0}^{1}=s_{4,1}^{1}+\left(s_{0,2}^{0}+s_{0,3}^{1}\right), \\
& s_{6,0}^{1}=s_{6,1}^{1}+\left(s_{2,2}^{0}+s_{2,3}^{1}\right),
\end{aligned}
$$

and $s_{2 \ell, 0}^{0}$ for $\ell=0,1,2,3$ by

$$
s_{2 \ell, 0}^{0}=s_{2 \ell, 1}^{0}+s_{2 \ell, 0}^{1}+s_{2 \ell, 1}^{1}+s_{2 \ell, 2}^{0}
$$

and then repair the bits $s_{2 \ell+1,0}^{1}$ and $s_{2 \ell+1,0}^{0}$ for $\ell=0,1,2,3$ by

$$
\begin{aligned}
& s_{2 \ell+1,0}^{1}=s_{2 \ell, 1}^{1}+s_{2 \ell+1,2}^{1} \\
& s_{2 \ell+1,0}^{0}=s_{2 \ell, 1}^{0}+s_{2 \ell+1,3}^{0}
\end{aligned}
$$

The repair bandwidth is 24 bits, and is equal to the optimal value in Eq. (1) with $(k, d, \alpha, L)=(2,3,2,8)$. On the other hand, we can repair the bits in node 1 by

$$
\begin{aligned}
s_{0,1}^{1} & =s_{0,0}^{1}+\left(s_{4,2}^{0}+s_{4,3}^{1}\right) \\
s_{2,1}^{1} & =s_{2,0}^{1}+\left(s_{6,2}^{0}+s_{6,3}^{1}\right) \\
s_{4,1}^{1} & =s_{4,0}^{1}+s_{0,0}^{1}+s_{0,1}^{1}+\left(s_{0,2}^{0}+s_{0,3}^{1}\right) \\
s_{6,1}^{1} & =s_{6,0}^{1}+s_{2,0}^{1}+s_{2,1}^{1}+\left(s_{2,2}^{0}+s_{2,3}^{1}\right) \\
s_{2 \ell, 1}^{0} & =s_{2 \ell, 0}^{0}+s_{2 \ell, 0}^{1}+s_{2 \ell, 1}^{1}+s_{2 \ell, 2}^{0}, \text { for } \ell=0,1,2,3,
\end{aligned}
$$

and

$$
\begin{aligned}
& s_{2 \ell+1,1}^{1}=s_{2 \ell+2,0}^{1}+s_{2 \ell+2,2}^{1} \text { for } \ell=0,1,2,3 \\
& s_{2 \ell+1,1}^{0}=s_{2 \ell+2,0}^{0}+s_{2 \ell+2,3}^{0} \text { for } \ell=0,1,2,3
\end{aligned}
$$

The repair bandwidth is also 24 bits. Furthermore, we can repair the bits in node 2 by downloading 24 bits $s_{i, 0}^{1}, s_{i, 1}^{1}, s_{i, 3}^{1}$ for $i=0,1, \ldots, 7$. Specifically, we can repair $s_{i, 2}^{1}$ by

$$
s_{i, 2}^{1}=s_{i, 0}^{1}+s_{i-1,1}^{1} \text { for } i=0,1, \ldots, 8
$$

and repair $s_{0,2}^{0}, s_{1,2}^{0}, \ldots, s_{7,2}^{0}$ by

$$
\begin{aligned}
& s_{i, 2}^{0}=s_{i, 3}^{1}+s_{i, 0}^{1}+s_{i, 1}^{1}+s_{i+4,0}^{1}+s_{i+4,1}^{1} \text { for } i=0,1,2,3, \\
& s_{i, 2}^{0}=s_{i, 3}^{1}+s_{i-4,0}^{1}+s_{i-4,1}^{1} \text { for } i=4,5,6,7 .
\end{aligned}
$$

Similarly, the repair bandwidth of node 3 is also 24 bits, as we can repair $s_{i, 3}^{0}$ by

$$
s_{i, 3}^{0}=s_{i, 0}^{0}+s_{i-1,1}^{0} \text { for } i=0,1, \ldots, 8
$$

and repair $s_{i, 3}^{1}$ by

$$
\begin{aligned}
& s_{i, 3}^{1}=s_{i+4,2}^{0}+s_{i, 0}^{0}+s_{i, 1}^{0}+s_{i+4,0}^{0}+s_{i+4,1}^{0} \text { for } i=0,1,2,3, \\
& s_{i, 3}^{1}=s_{i, 2}^{0}+s_{i-4,2}^{0}+s_{i-4,0}^{0}+s_{i-4,1}^{0} \text { for } i=4,5,6,7
\end{aligned}
$$

In the following, we first present a construction of zigzagdecodable codes that have asymptotically minimum repair bandwidth for $k$ data nodes. Then, we propose a generic transformation that can transform any zigzag-decodable codes into a new zigzag-decodable codes with asymptotically optimal repair bandwidth for any arbitrary $r$ nodes.

## III. New Zigzag-Decodable Codes with Asymptotically Minimum Repair Bandwidth for Data Nodes

In the section, we propose the explicit construction of zigzag-decodable codes with each node storing one packet ( $\alpha=1$ ), which achieve the asymptotically minimum repair bandwidth for repairing any data node, while preserving the zigzag decoding property.

Assume that zigzag-decodable codes have $k \geq 2$ data nodes and $r \geq 2$ coded nodes. Each data node stores one data packet and each coded node stores one coded packet. We identify the bits in a packet using the coefficients of a polynomial. We can represent a packet by a polynomial in the binary polynomial ring $\mathbb{F}_{2}[z]$. Let $s_{0}(z), s_{1}(z), \ldots, s_{k-1}(z) \in \mathbb{F}_{2}[z]$ be the $k$ data packets with size $L$ bits, where $s_{j}(z)=\sum_{i=0}^{L-1} s_{i, j} z^{i}$ for $j=0,1, \ldots, k-1$. Let $s_{k+h}(z)$ be a coded packet, for $h=0,1, \ldots, r-1$, such that it can be expressed as a linear combination of the $k$ data packets:

$$
s_{k+h}(z)=c_{h, 0}(z) s_{0}(z)+\cdots+c_{h, k-1}(z) s_{k-1}(z)
$$

with encoding coefficients $c_{h, j}(z)$ being drawn from $\mathbb{F}_{2}[z]$. If $c_{h, j}(z)$ is a power of $z$, the exponent of $c_{h, j}(z)$ denotes the number of right-shifts of the packet $s_{j}(z)$ in computing the coded packet $s_{k+h}(z)$. For example, the coefficients $\left(0, s_{0,1}, s_{1,1}, \ldots, s_{L-1,1}\right)$ of the polynomial $z s_{1}(z)$ are viewed as a right-shift of the coefficients $\left(s_{0,1}, s_{1,1}, \ldots, s_{L-1,1}\right)$ of polynomial $s_{1}(z)$.

The encoding coefficients $c_{h, 0}(z), c_{h, 1}(z), \ldots, c_{h, k-1}(z)$ form a vector, which we call the encoding vector of the associated coded packet. Due to bitwise shifting, the length of the coded packet is $L$ plus the maximum degree of the encoding coefficients. The maximum degree of the coefficients thus provide a measure of the storage overhead.

Given the $k$ data packets, the $r$ coded packets are computed as

$$
\left[\begin{array}{c}
s_{k}(z) \\
s_{k+1}(z) \\
\vdots \\
s_{k+r-1}(z)
\end{array}\right]=\mathbf{E}_{r \times k} \cdot\left[\begin{array}{c}
s_{0}(z) \\
s_{1}(z) \\
\vdots \\
s_{k-1}(z)
\end{array}\right]
$$

where the encoding matrix is

$$
\begin{equation*}
\mathbf{E}_{r \times k}=\left[c_{h, j}(z)\right]_{0 \leq h \leq r-1}^{0 \leq j \leq k-1}=\left[z^{h \cdot r^{j}-h}\right]_{0 \leq h \leq k-1}^{0 \leq h \leq r-1} . \tag{2}
\end{equation*}
$$

The codes with encoding matrix given in Eq. (2) are the proposed zigzag-decodable codes. Due the bitwise right-shift, the length of coded packet is $L$ plus the maximum degree of the encoding coefficients. According to the encoding matrix in Eq. (2), the length of coded packet is upper bounded by $L+(r-1) r^{k-1}-r+1$. The storage overhead is at most $(r-$ 1) $r^{k-1}-r+1$ which is negligible if $L \gg(r-1) r^{k-1}-r+1$.

## A. Zigzag Decoding

In the remaining of the section, let $\ell$ be the number of coded packets involved in the decoding procedure. Consider the $\ell \times \ell$ linear system

$$
\left[c_{0}(z), \ldots, c_{\ell-1}(z)\right]^{T}=\mathbf{E}(z)\left[s_{0}(z), \ldots, s_{\ell-1}(z)\right]^{T}
$$

where $s_{0}(z), \ldots, s_{\ell-1}(z)$ are packets with $L$ bits, and $\mathbf{E}(z)=$ [ $\left.z^{e_{h, j}}\right]_{0 \leq h \leq \ell-1}^{0 \leq j \leq \ell-1}$ is an $\ell \times \ell$ matrix. It is shown in [5] that we can decode $s_{0}(z), \ldots, s_{\ell-1}(z)$ from $c_{0}(z), \ldots, c_{\ell-1}(z)$ by zigzag decoding, if

$$
0<e_{h, j^{\prime}}-e_{h, j}<e_{h^{\prime}, j^{\prime}}-e_{h^{\prime}, j}
$$

holds for all $h<h^{\prime}$ and $j<j^{\prime}$. The above condition is called increasing-difference property in [5]. For $h=0,1, \ldots, \ell-1$, we have

$$
c_{h}(z)=z^{e_{h, 0}} s_{0}(z)+z^{e_{h, 1}} s_{1}(z)+\cdots+z^{e_{h, k-1}} s_{k-1}(z)
$$

Denote the exponent matrix of $\mathbf{E}(z)$ by $E_{\ell \times \ell}=\left[e_{h, j}\right]_{0 \leq h \leq \ell-1}^{0 \leq j \leq \ell-1}$. Define $w(f(z))$ as the lowest degree of terms in $f(z)$ and $\Omega(f(z))$ as the term with lowest degree in $f(z)$. The zigzag decoding algorithm is briefly given in Algorithm 1. For details, please refer to [5].

In the next theorem, we show the correctness of zigzag decoding.

Theorem 1. If one can always find $h^{*}$ and $j^{*}$ in Step 2 of Algorithm 1 when $\mathcal{M}^{\prime} \neq \emptyset$, then zigzag decoding can successfully recover the unknown data packets.
Proof. Recall that $e_{h, j}$ denotes the number of right-shifts of the data packet $s_{j}(z)$ for the coded packet $c_{h}(z)$. We use $w\left(\eta_{j}(z)\right)$ to represent the number of coefficients of $s_{j}(z)$ decoded in the algorithm and $\bar{s}_{j}(z)$ be the decoded portion of $s_{j}(z)$ in each iteration. When $\eta_{j}(z)=0$, we set $w\left(\eta_{j}(z)\right)=L$.

In the first iteration, we have $w\left(z^{e_{h, j}} \eta_{j}(z)\right)=e_{h, j}$ and there exists at least one $h^{*} \in\{0,1, \ldots, \ell-1\}$ such that $w\left(z^{e_{h^{*}, j^{*}}} \eta_{j^{*}}(z)\right)-w\left(z^{e_{h^{*}, j}} \eta_{j}(z)\right)<0$ for all $j \in\{0,1, \ldots, \ell-1\} \backslash\left\{j^{*}\right\}$ by the assumption. For each of such $h^{*}$, we have $\min \left\{w\left(z^{e_{h^{*}, j}} \eta_{j}(z)\right)-\right.$

```
Algorithm 1 Zigzag Decoding Algorithm.
Inputs:
    Encoding matrix \(\mathbf{E}_{r \times k}\) in (2), \(\mathcal{M}^{\prime}=\{0,1, \ldots, \ell-1\}\),
\(\bar{s}_{h}(z)=0\) for all \(h \in\{0,1, \ldots, \ell-1\}\) and \(\eta_{j}(z)=\)
\(1+z+\ldots+z^{L-1}\) for all \(j \in\{0,1, \ldots, \ell-1\}\).
Outputs:
    Output \(\bar{s}_{j}(z)\) for all \(j \in\{0,1, \ldots, \ell-1\}\).
    if \(\mathcal{M}^{\prime} \neq \emptyset\) then
        Find \(h^{*} \in\{0,1, \ldots, \ell-1\}\) and \(j^{*} \in\{0,1, \ldots, \ell-1\}\)
        such that \(w\left(z^{e_{h^{*}, j^{*}}} \eta_{j^{*}}(z)\right)-w\left(z^{e_{h^{*}, j}} \eta_{j}(z)\right)<0\) for all
        \(j \in\{0,1, \ldots, \ell-1\} \backslash\left\{j^{*}\right\}\). (We can select any pair
        of \(h^{*}\) and \(j^{*}\) if there are more than one pair have been
        chosen). If no such \(h^{*}\) and \(j^{*}\) exists, exit and report
        decoding failure.
        Let \(\bar{s}_{j^{*}}(z)=\bar{s}_{j^{*}}(z)+\Omega\left(c_{h^{*}}(z)\right)\).
        for \(h \in\{0,1, \ldots, \ell-1\}\) do
            Let \(c_{h}(z)=c_{h}(z)+\Omega\left(c_{h^{*}}(z)\right)\).
        Remove from \(\eta_{j^{*}}(z)\) its lowest degree term. If \(\eta_{j^{*}}(z)\)
        has no more terms, then let \(\mathcal{M}^{\prime}=\mathcal{M}^{\prime} \backslash\left\{j^{*}\right\}\).
```

$\left.w\left(z^{e_{h^{*}, j^{*}}} \eta_{j^{*}}(z)\right)\right\}_{j \neq j^{*}, j \in\{0,1, \ldots, \ell-1\}}>0$ and the lowest degree term of the coded packet $c_{h^{*}}(z)$ is equal to the lowest degree term of the data packet $s_{j^{*}}(z)$. Therefore, we can update $\bar{s}_{j^{*}}(z)$ by $\bar{s}_{j^{*}}(z)=\bar{s}_{j^{*}}(z)+\Omega\left(c_{h^{*}}(z)\right)$, and further subtract the decoded term of $s_{j^{*}}(z)$ from the other $\ell-1$ coded packets, i.e., update $c_{h}(z)$ by $c_{h}(z)=c_{h}(z)+\Omega\left(c_{h^{*}}(z)\right)$ for all $h \in\{0,1, \ldots, \ell-1\}$. In the iteration, we have decoded the lowest term of $s_{j^{*}}(z)$ and we can remove from $\eta_{j^{*}}(z)$ its lowest degree term.

By assumption, we can always find at least one $h^{*} \in$ $\{0,1, \ldots, \ell-1\}$ in each iteration such that $w\left(z^{e_{h^{*}, j^{*}}} \eta_{j^{*}}(z)\right)-$ $w\left(z^{e_{h^{*}, j}} \eta_{j}(z)\right)<0$ for all $j \in\{0,1, \ldots, \ell-1\} \backslash\left\{j^{*}\right\}$. Therefore, we can decode the lowest degree term among all the unsolved terms of the data packet $s_{j^{*}}(z)$ from the coded packet $c_{h^{*}}(z)$. Specifically, we can update $\bar{s}_{j^{*}}(z)$ by $\bar{s}_{j^{*}}(z)=$ $\bar{s}_{j^{*}}(z)+\Omega\left(c_{h^{*}}(z)\right)$, and further subtract the decoded term of $s_{j^{*}}(z)$ from the other $\ell-1$ coded packets, i.e., update $c_{h}(z)$ by $c_{h}(z)=c_{h}(z)+\Omega\left(c_{h^{*}}(z)\right)$ for all $h \in\{0,1, \ldots, \ell-1\}$. In the iteration, we have decoded the lowest term among all unsolved terms of $s_{j^{*}}(z)$ and we can remove from $\eta_{j^{*}}(z)$ its lowest degree term.
When $\eta_{j^{*}}(z)$ has no more terms, it means that all the coefficients of the data packet $s_{j^{*}}(z)$ are decoded and we remove the entry $j^{*}$ from $\mathcal{M}^{\prime}$. When $\mathcal{M}^{\prime}=\emptyset$, it means that all $\ell$ data packets are decoded and the outputs $\bar{s}_{j}(z)$ are the decoded data packets for all $j \in\{0,1, \ldots, \ell-1\}$. Therefore, all the data bits are successfully decoded and the unknown data packets are successfully decoded by the zigzag decoding algorithm.

Note that when the code is not zigzag decodable, Algorithm 1 exits in Step 2. If the $\ell \times \ell$ matrix satisfies the increasingdifference property, it has been proved that we can always find $h^{*}$ and $j^{*}$ in Step 2 [5] and it is zigzag decodable.

Consider that $k-\ell$ data packets and $\ell$ coded packets of the proposed new zigzag-decodable codes are used to decode the $k$ data packets, where $0 \leq \ell \leq r$. We can first subtract
$k-\ell$ data packets from each of the $\ell$ coded packets to obtain $\ell$ packets that are linear combinations of the unknown $\ell$ data packets with encoding matrix corresponding to $\ell \times \ell$ sub-matrix of $\mathbf{E}_{r \times k}$ in Eq. (2). By Theorem 1, we can recover $\ell$ unknown data packets, if we can always find $h^{*}$ and $j^{*}$ in Algorithm 1. The next theorem shows that the zigzag decoding condition in Theorem 1 is always satisfied.

Theorem 2. Given $k-\ell$ data packets and $\ell$ coded packets of the proposed new zigzag-decodable codes with encoding matrix in Eq. (2). One can always recover the $\ell$ unknown data packets by zigzag decoding for $\ell=1,2, \ldots, r$.

Proof. We first check that the matrix consisting of the last $r-1$ rows of $\mathbf{E}_{r \times k}$ in Eq. (2) satisfies the increasing-difference property. Recall that the exponent matrix $E_{r \times k}$ of the encoding matrix in Eq. (2) is

$$
E_{r \times k}=\left[e_{h, j}\right]_{0 \leq h \leq r-1}^{0 \leq j \leq k-1}=\left[h r^{j}-h\right]_{0 \leq h \leq r-1}^{0 \leq j \leq k-1} .
$$

Let $1 \leq x<x^{\prime} \leq r-1$ and $0 \leq y<y^{\prime} \leq k-1$, we have that

$$
\begin{aligned}
e_{x^{\prime}, y^{\prime}}-e_{x^{\prime}, y} & =x^{\prime} r^{y^{\prime}}-x^{\prime}-\left(x^{\prime} r^{y}-x^{\prime}\right) \\
& =x^{\prime}\left(r^{y^{\prime}}-r^{y}\right) \\
& >x\left(r^{y^{\prime}}-r^{y}\right) \\
& =e_{x, y^{\prime}}-e_{x, y}>0 .
\end{aligned}
$$

Thus, the matrix consisting of the last $r-1$ rows of $\mathbf{E}_{r \times k}$ satisfies the increasing-difference property and we can always recover the $\ell$ unknown data packets if the $\ell \times \ell$ matrix satisfies the increasing-difference property [5].
We only need to consider the $\ell \times \ell$ sub-matrix of Eq. (2) consisting of the first row and any other $\ell-1$ rows. The matrix $E_{\ell \times \ell}$ can be written as

$$
\begin{equation*}
E_{\ell \times \ell}=\left[e_{h_{x}, j_{y}}\right]_{0 \leq x \leq \ell \leq-1}^{0 \leq y \leq \ell-1}=\left[h_{x} r^{j_{y}}-h_{x}\right]_{0 \leq x \leq \ell-1}^{0 \leq y \leq \ell-1}, \tag{3}
\end{equation*}
$$

where $0=h_{0}<\ldots<h_{\ell-1} \leq r-1,0 \leq j_{0}<\ldots<j_{\ell-1} \leq$ $k-1$ and $1 \leq \ell \leq r$. Since $e_{h_{0}, j_{y}}=0$, Eq. (3) does not satisfy the increasing-difference property. However, we will prove that we still can apply the zigzag decoding on Eq. (3).

After determining $\alpha_{0}, \alpha_{1}, \ldots, \alpha_{\ell-1}$ information bits of the $\ell$ unknown data packets by zigzag decoding, respectively, the updated lowest degree $w\left(z^{e_{h_{x}, j_{y}}} \eta_{j_{y}}(z)\right)$ becomes

$$
w\left(z^{e_{h_{x}, j_{y}}} \eta_{j_{y}}(z)\right)=h_{x} r^{j_{y}}-h_{x}+\alpha_{y}
$$

where $0 \leq \alpha_{0}, \alpha_{1}, \ldots, \alpha_{\ell-1}$ and $0 \leq x, y \leq \ell-1$. Let $\mathcal{S}_{x}$ be the set

$$
\mathcal{S}_{x}=\arg \min _{y \in\{0,1, \ldots, \ell-1\}}\left\{h_{x} r^{j_{y}}-h_{x}+\alpha_{y}\right\} .
$$

If the number of elements in $\mathcal{S}_{x},\left|\mathcal{S}_{x}\right|$, is greater than or equal to 2 for all $x$, then the zigzag decoding algorithm fails due to the failure of Step 1. We next prove that the above failure does not occur by contradiction. The proof is similar to that given in the proofs of Lemma 1 and Theorem 2 in [5].

Assume that $\left|\mathcal{S}_{x}\right| \geq 2$ for all $x$. First, we prove that $\mathcal{S}_{x}$ has the following properties:

1) $\mathcal{S}_{x^{\prime}} \succ \mathcal{S}_{x^{*}}$ for $x^{\prime}<x^{*}$. That is, the smallest element in $\mathcal{S}_{x^{\prime}}$ is larger than or equal to the largest element in $\mathcal{S}_{x^{*}}$.
2) $\left|\mathcal{S}_{x} \cap \mathcal{S}_{x+1}\right| \leq 1$, for $x=0,1, \ldots, \ell-2$.
3) $\cup_{x=0,1, \ldots, \ell-1} \mathcal{S}_{x}$ can be partitioned into $\ell$ disjoint subsets: $\mathcal{S}_{0} \backslash \mathcal{S}_{1}, \mathcal{S}_{1} \backslash \mathcal{S}_{2}, \ldots, \mathcal{S}_{\ell-2} \backslash \mathcal{S}_{\ell-1}, \mathcal{S}_{\ell-1}$.
Consider the first property. Let $x^{\prime}<x^{*}$ and $y^{\prime} \in \mathcal{S}_{x^{\prime}}, y^{*} \in$ $\mathcal{S}_{x^{*}}$, we need to prove that $y^{\prime} \geq y^{*}$. As $y^{\prime} \in \mathcal{S}_{x^{\prime}}, y^{*} \in \mathcal{S}_{x^{*}}$, for all $y \in\{0, \ldots, \ell-1\}$, we have

$$
\begin{gather*}
h_{x^{\prime}} r^{j_{y^{\prime}}}-h_{x^{\prime}}+\alpha_{y^{\prime}} \leq h_{x^{\prime}} r^{j_{y}}-h_{x^{\prime}}+\alpha_{y}  \tag{4}\\
h_{x^{*}} r^{j_{y^{*}}}-h_{x^{*}}+\alpha_{y^{*}} \leq h_{x^{*}} r^{j_{y}}-h_{x^{*}}+\alpha_{y} \tag{5}
\end{gather*}
$$

Recall that the matrix consisting of the last $r-1$ rows of $\mathbf{E}_{r \times k}$ in Eq. (2) satisfies the increasing-difference property. For $0 \neq x^{\prime}<x^{*}$, we have

$$
h_{x^{\prime}}\left(r^{j_{y}}-r^{j_{y^{\prime}}}\right)<h_{x^{*}}\left(r^{j_{y}}-r^{j_{y^{\prime}}}\right), \forall y>y^{\prime} .
$$

When $x^{\prime}=0$, the above inequality is still hold since $0<$ $h_{x^{*}}\left(r^{j_{y}}-r^{j_{y^{\prime}}}\right), \forall y>y^{\prime}$. By Eq. (4), we have

$$
\alpha_{y^{\prime}}-\alpha_{y} \leq h_{x^{\prime}}\left(r^{j_{y}}-r^{j_{y^{\prime}}}\right), \forall y \in\{0, \ldots, \ell-1\} .
$$

We thus obtain that

$$
\alpha_{y^{\prime}}-\alpha_{y}<h_{x^{*}}\left(r^{j_{y}}-r^{j_{y^{\prime}}}\right), \forall y>y^{\prime}
$$

which can be further written as

$$
\begin{equation*}
h_{x^{*}} r^{j_{y^{\prime}}}-h_{x^{*}}+\alpha_{y^{\prime}}<h_{x^{*}} r^{j_{y}}-h_{x^{*}}+\alpha_{y}, \forall y>y^{\prime} . \tag{6}
\end{equation*}
$$

Eq. (6) means that $f(y)=h_{x^{*}} r^{j_{y}}-h_{x^{*}}+\alpha_{y}$ is larger than $f\left(y^{\prime}\right)$ for $y>y^{\prime}$. By Eq. (5), we have $f(y)$ is larger than or equal to $f\left(y^{*}\right)$ for all $y$, which means that $f(y)$ achieves the minimum value when $y=y^{*}$. Clearly, $y^{*}$ is not larger than $y^{\prime}$, as $f(y)>f\left(y^{\prime}\right)$ for $y>y^{\prime}$. Therefore, we obtain that $y^{*} \leq y^{\prime}$.

The second property follows from the first one. The third property can be proved by mathematical induction. We can partition $\mathcal{S}_{0} \cup \mathcal{S}_{1}$ into $\mathcal{S}_{0} \backslash \mathcal{S}_{1}$ and $\mathcal{S}_{1}$. Assume that $\cup_{x=0,1, \ldots, m-1} \mathcal{S}_{x}$ can be partitioned into $\mathcal{S}_{0} \backslash \mathcal{S}_{1}, \mathcal{S}_{1} \backslash$ $\mathcal{S}_{2}, \ldots, \mathcal{S}_{m-2} \backslash \mathcal{S}_{m-1}, \mathcal{S}_{m-1}$. We can partition $\cup_{x=0,1, \ldots, m} \mathcal{S}_{x}$ into
$\mathcal{S}_{0} \backslash\left(\mathcal{S}_{1} \cup \mathcal{S}_{m}\right), \mathcal{S}_{1} \backslash\left(\mathcal{S}_{2} \cup \mathcal{S}_{m}\right), \ldots, \mathcal{S}_{m-2} \backslash\left(\mathcal{S}_{m-1} \cup \mathcal{S}_{m}\right), \mathcal{S}_{m}$.
The first two properties imply that for $x=0,1, \ldots, m-2$,

$$
\mathcal{S}_{x} \backslash\left(\mathcal{S}_{x+1} \cup \mathcal{S}_{m}\right)=\mathcal{S}_{x} \backslash \mathcal{S}_{x+1}
$$

We thus have proved the third property by induction. Therefore, we have

$$
\begin{aligned}
\left|\cup_{x=0,1, \ldots, \ell-1} \mathcal{S}_{x}\right| & =\sum_{x=0}^{\ell-2}\left|\mathcal{S}_{x} \backslash \mathcal{S}_{x+1}\right|+\left|\mathcal{S}_{\ell-1}\right| \\
& \geq \ell-1+2=\ell+1
\end{aligned}
$$

which is a contradiction. Therefore, we can always iteratively decode the information bits by the zigzag decoding method for all selected $\ell$ coded packets.

From Theorem 2, we can decode all the patterns of failures for the proposed zigzag-decodable codes by zigzag decoding method.

## B. Repair Process

We present the repair algorithm for any data packet. Assume that packet $f$ fails, where $0 \leq f \leq k-1$ and all $n-1$ surviving packets participate in repairing packet $f$. By the $h$-th row of the encoding matrix in Eq. (2), where $h=0,1, \ldots, r-1$, we have

$$
s_{i, k+h}=s_{i, 0}+s_{i-h r+h, 1}+\cdots+s_{i-h r^{k-1}+h, k-1}
$$

for $i=0,1, \ldots, L+h r^{k-1}-h-1$. Thus, we can repair a bit $s_{i, f}$ by

$$
\begin{cases}s_{i, k+h}+\sum_{j=1}^{k-1} s_{i-h r^{j}+h, j} & f=0 ;  \tag{7}\\ s_{i+h r^{f}-h, k+h}+\sum_{j=0, j \neq f}^{k-1} s_{i+h r^{f}-h r^{j}, j} & 1 \leq f \leq k-1 .\end{cases}
$$

When we say a bit $s_{i, f}$ is repaired by packet $k+h$, it means that we access all the bits in Eq. (7) to recover $s_{i, f}$. Given integers $a$ and $b$, let $(a)_{b}$ be the remainder of $a$ divided by $b$. The repair algorithm is stated in Algorithm 2. There are some common bits between the bits downloaded by different packets. Hence, we can carefully choose the packets to repair the failed bits in order to make the number of common bits as large as possible in Algorithm 2. This is the essential reason for achieving asymptotically optimal repair bandwidth of any data packet. The next theorem shows the repair bandwidth of one data packet with Algorithm 2.

```
Algorithm 2 Repair procedure of one data packet failure.
    Suppose that the packet \(f\) has failed.
    for \((i)_{r^{f+1}} \in\left\{0,1, \ldots, r^{f}-1\right\}\). do
        Repair \(s_{i, f}\) by packet \(k\), i.e., by Eq. (7) with \(h=0\).
    for \(t=1,2, \ldots, r-1\) do
        for \((i)_{r^{f+1}} \in\left\{t r^{f}, t r^{f}+1, \ldots,(t+1) r^{f}-1\right\}\). do
            Repair \(s_{i, f}\) by packet \(k+r-t\), i.e., by Eq. (7) with
            \(h=r-t\).
```

Theorem 3. Assume that $L$ is a multiple of $r^{k}$. We can repair data packet $f$ by Algorithm 2 and the repair bandwidth is

$$
\begin{equation*}
n L / r-L / r^{f+1} \tag{8}
\end{equation*}
$$

Proof. We first show that packet $f$ can be repaired by Algorithm 2. By Steps 2 and 3 in Algorithm 2, the bits $s_{i, f}$ are recovered by Eq. (7) with $h=0$ when

$$
\begin{equation*}
(i)_{r^{f+1}} \in\left\{0,1, \ldots, r^{f}-1\right\} \tag{9}
\end{equation*}
$$

and $i \in\{0,1, \ldots, L-1\}$. As $i$ ranges from 0 to $L-1$ and $L$ is a multiple of $r^{f+1},(i)_{r^{f+1}}$ is uniform distributed over $\left\{0,1, \ldots, r^{f+1}-1\right\}$. Thus, the total number of bits $s_{i, f}$ that are recovered by Eq. (7) with $h=0$ is $\frac{L}{r^{f+1}} \cdot r^{f}=L / r$.

By Steps 4 to 6 in Algorithm 2, for $t=1,2, \ldots, r-1$, the bits $s_{i, f}$ are recovered by Eq. (7) with $h=r-t$ when

$$
\begin{equation*}
(i)_{r f+1} \in\left\{\operatorname{tr}^{f}, t r^{f}+1, \ldots,(t+1) r^{f}-1\right\} \tag{10}
\end{equation*}
$$

and $i \in\{0,1, \ldots, L-1\}$. As $(i)_{r^{f+1}}$ is uniform distribution, the number of bits $s_{i, f}$ that are recovered by Eq. (7) with $h=r-t$ for $t=1,2, \ldots, r-1$ is $(r-1) L / r$. Since

$$
\left\{t r^{f}, \ldots,(t+1) r^{f}-1\right\} \cap\left\{t^{\prime} r^{f}, \ldots,\left(t^{\prime}+1\right) r^{f}-1\right\}=\emptyset
$$

for $0 \leq t \neq t^{\prime} \leq r-1$, the indices of all the bits in packet $f$ are distinct and all $L$ bits are recovered by Algorithm 2.

Next, we calculate the repair bandwidth of packet $f$ by Algorithm 2. First, consider the case of $1 \leq f \leq k-1$. We first download $L / r$ information bits $s_{i, j}$ for $j=0,1, \ldots, f-$ $1, f+1, \ldots, k-1$ and $L / r$ parity bits $s_{i, k}$ with indices in Eq. (9) in Steps 2 and 3. Then, we only need to download the bits in Steps 4 to 6 which have not downloaded in Steps 2 and 3. Consider the needed information bits $s_{i+(r-t) r^{f}-(r-t) r^{j}, j}$ with $j=0,1, \ldots, f-1, f+1, \ldots, k-1$ in Steps 4 to 6 , where $i$ are in Eq. (10). Given $i$, the index of the needed bit $s_{i+(r-t) r^{f}-(r-t) r^{j}, j}$ is $i^{\prime}=i+(r-t) r^{f}-(r-t) r^{i}$. If $\left(i^{\prime}\right)_{r^{f+1}} \in\left\{0,1, \ldots, r^{f}-1\right\}$, then we do not need to download the bit $s_{i^{\prime}, j}$, as it is downloaded in Steps 2 and 3. Otherwise, it should be downloaded.

We first consider the bits $s_{i^{\prime}, j}$ for $j=0,1, \ldots, f-1$. If $(i)_{r^{f+1}}=\operatorname{tr}^{f}$, then there exists an integer $m$ such that $i=$ $m r^{f+1}+t r^{f}$. Thus, we have

$$
\begin{aligned}
\left(i^{\prime}\right)_{r f+1} & =\left(i+(r-t) r^{f}-(r-t) r^{j}\right)_{r^{f+1}} \\
& =r^{f+1}-(r-t) r^{j} \text { as } f>j-1 .
\end{aligned}
$$

By repeating the above procedure for $(i)_{r^{f+1}}=t r^{f}+$ $1, \ldots,(t+1) r^{f}-1$, we can obtain that

$$
\begin{gather*}
\left(i^{\prime}\right)_{r^{f+1}}=r^{f+1}-(r-t) r^{j}, \ldots, r^{f+1}-1 \\
0,1, \ldots, r^{f}-(r-t) r^{j}-1 \tag{11}
\end{gather*}
$$

when $(i)_{r^{f+1}}$ runs from $t r^{f}$ to $(t+1) r^{f}-1$. Thus, the bits $s_{i^{\prime}, j}$ with $j=0,1, \ldots, f-1$ and $i^{\prime}$ in the union set of all the values in Eq. (11) are needed, and the union set of all the values in Eq. (11) is

$$
\left\{r^{f+1}-(r-1) r^{j}, \ldots, r^{f+1}-1,0,1, \ldots, r^{f}-r^{j}-1\right\}
$$

which can be rearranged as

$$
\begin{equation*}
\left\{0,1, \ldots, r^{f}-r^{j}-1, r^{f+1}-(r-1) r^{j}, \ldots, r^{f+1}-1\right\} \tag{12}
\end{equation*}
$$

Since $r^{f}-r^{i}-1 \leq r^{f}-1<r^{f+1}-(r-1) r^{j}$,

$$
\begin{aligned}
\left\{0,1, \ldots, r^{f}-r^{j}-1, r^{f+1}-(r-1) r^{i}\right. & \left., \ldots, r^{f+1}-1\right\} \\
\backslash\left\{0,1, \ldots, r^{f}-1\right\} & =\left\{r^{f+1}-(r-1) r^{j}, \ldots, r^{f+1}-1\right\}
\end{aligned}
$$

We only need to download $(r-1) L r^{j-f}$ information bits $s_{i^{\prime}, j}$ from packets $j$ for $j=0,1, \ldots, f-1$ with $\left(i^{\prime}\right)_{r^{f+1}} \in$ $\left\{r^{f+1}-(r-1) r^{j}, \ldots, r^{f+1}-1\right\}$ in Steps 4 to 6.

By applying the same procedure to the information bits $s_{i^{\prime}, j}$ with $j=f+1, f+2, \ldots, k-1$, we can prove that

$$
\left(i^{\prime}\right)_{r^{f+1}}=0,1, \ldots, r^{f}-1
$$

when $(i)_{r^{f+1}}$ runs from $\operatorname{tr}^{f}$ to $(t+1) r^{f}-1$. In this case, all needed bits have already been downloaded in Steps 2 and 3 and we thus do not need to download bits from packets $j$ for $j=f+1, f+2, \ldots, k-1$ in Steps 4 to 6.

We can count that the total number of bits downloaded from $k+r-1$ packets to repair the data packet $f$ is
$k L / r+(r-1) L / r+\sum_{j=0}^{f-1}(r-1) L r^{j-f}=n L / r-L / r^{f+1}$,
which is equal to Eq. (8). When $f=0$, we can show that the repair bandwidth is $(n-1) L / r$ with the same argument.

By Theorem 3, the repair bandwidth increases when $f$ increases. When $f=0$, the repair bandwidth is $(n-1) L / r$, which achieves the lower bound in Eq. (1). When $f=k-1$, the repair bandwidth is

$$
n L / r-L / r^{k}<n L / r
$$

which is strictly less than $\frac{n}{n-1}$ times of the value in Eq. (1). Therefore, the repair bandwidth of any one information failure can achieve the optimal repair in Eq. (1) asymptotically when $n$ is large enough.

## IV. A Generic Transformation for ZigZag-Decodable Codes

A zigzag-decodable code contains $k$ data packets $s_{0}(z), s_{1}(z), \ldots, s_{k-1}(z) \quad$ and $\quad r \quad$ coded $\quad$ packets $s_{k}(z), s_{k+1}(z), \ldots, s_{k+r-1}(z)$, where each node stores $\alpha=1$ packet. We call $k+r$ packets $s_{0}(z), s_{1}(z), \ldots, s_{k+r-1}(z)$ as a codeword of the zigzag-decodable code. Note that the repair bandwidth of zigzag-decodable code is sub-optimal. In order to minimize the repair bandwidth of this code, in this section, we present a generic transformation that can convert a zigzag-decodable code into a transformed code with minimum repair bandwidth for a set of any $r$ nodes. For ease of presentation, we assume that the chosen $r$ nodes are the last $r$ nodes in the following.

We first provide a brief overview of the proposed generic transformation. In the transformed code, each n ode contains $r$ packets. We first generate $r$ codewords $s_{0}^{\ell}(z), s_{1}^{\ell}(z), \ldots, s_{k+r-1}^{\ell}(z)$ of a zigzag-decodable code according to the $r \times k$ data packages we want to encoded in the transformed code, where $\ell$ is the index of the $r$ codewords of a zigzag-decodable code and $\ell=$ $0,1, \ldots, r-1$. Note that the $r \times k$ data packages are in $s_{0}^{\ell}(z), s_{1}^{\ell}(z), \ldots, s_{k-1}^{\ell}(z)$, where $\ell=0,1, \ldots, r-1$. The packets $s_{k}^{\ell}(z), s_{k+1}^{\ell}(z), \ldots, s_{k+r-1}^{\ell}(z)$ are called intermediate packets as they are used to compute the coded packets stored in coded nodes of the transformed code. Specifically, the $r$ intermediate packets $s_{k}^{\ell}(z), s_{k+1}^{\ell}(z), \ldots, s_{k+r-1}^{\ell}(z)$ are computed by the multiplication of $k$ data packets $\left[s_{0}^{\ell}(z), s_{1}^{\ell}(z), \ldots\right.$, $\left.s_{k-1}^{\ell}(z)\right]$ and a specific encoding matrix such as the matrix in Eq. (2). We can represent the $r(k+r)$ packets of the $r$ codewords by an $r \times(k+r)$ array, where the entry in row $\ell$ and column $j$ is $s_{j}^{\ell}(z)$ with $\ell=0,1, \ldots, r-1$ and $j=0,1, \ldots, k+r-1$. Data node $j$ stores $r$ data packets in column $j$ of the array, where $j=0,1, \ldots, k-1$. In order to enable minimum repair bandwidth of each coded node, we should store the $r$ coded packets in coded node which are linear combinations of the chosen intermediate packets. By Eq. (1), the minimum repair bandwidth of repairing the failed $r$ coded packets in a coded node is $k+r-1$ packets when $d=k+r-1$. In the repair procedure, we first download $k$ data packets in a row of the $r \times(k+r)$ array (within a codeword) from $k$ data nodes to retrieve the $r$ intermediate packets in the same row of the $r \times(k+r)$ array, and then download $r-1$ coded packets from other surviving $r-1$ coded
nodes to recover the failed $r$ coded packets, which achieves the minimum repair bandwidth. Therefore, we should carefully design the linear combinations to satisfy the following two requirements: (i) we can recover the failed $r$ coded packets from the downloaded $r-1$ coded packets and $k$ data packets within a codeword; (ii) we can retrieve all data packets from any $k$ nodes, i.e., the transformed codes satisfy MDS property. Note that the size of coded packet is no less than $L$.

Let $m_{j}$ be the length of packet $s_{j}^{\ell}(z)$, where $j=$ $0,1, \ldots, k+r-1$. When $j=0,1, \ldots, k-1$, we have $m_{j}=L$ and when $j=k, k+1, \ldots, k+r-1$, we have $m_{j} \geq L$. Denote the packet $s_{j}^{\ell}(z)$ with length $m_{j}$ by column vector $\mathbf{s}_{j}^{\ell}=\left[s_{0, j}^{\ell}, s_{1, j}^{\ell}, \ldots, s_{m_{j}-1, j}^{\ell}\right]^{T}$. Suppose that $m_{j}$ is an even number in the following, otherwise, we add a zero at the head of $\mathbf{s}_{j}$, i.e.,

$$
\mathbf{s}_{j}=\left[0, s_{0, j}, s_{1, j}, \ldots, s_{m_{j}-1, j}\right] .
$$

We also assume that $L$ is an even integer. In order to enable optimal repair bandwidth for the last $r$ nodes, we need to replace some entries in the $r \times r$ square matrix by a linear transformation. On the other hand, in order to make sure that the repair bandwidths of the first $k$ nodes of the obtained transformed codes are the same as those of the underlying codes, we need to carefully design the linear transformation. The following definitions are used in the transformation.

Given a column vector $\mathbf{s}_{j}=\left[s_{0, j}, s_{1, j}, \ldots, s_{m_{j}-1, j}\right]$ with length $m_{j}$ being an even number, we define $\hat{\mathbf{s}}_{j}$ as

$$
\begin{aligned}
\hat{\mathbf{s}}_{j}= & {\left[s_{\frac{m_{j}-L}{2}, j}^{2}, s_{\frac{m_{j}-L}{2}}^{2}+1, j\right.} \\
& s_{\frac{m_{j}-L}{2}-1, j}^{2}, s_{m_{j}-\frac{L}{2}, j}, s_{m_{j}-\frac{L}{2}+1, j}, \ldots, s_{m_{j}-L-1, j}, s_{0, j}, s_{1, j}, \ldots, \\
& \left.s_{m_{j}-L+1, j}, s_{m_{j}-L, j}, \ldots, s_{m_{j}-\frac{L}{2}-1, j}\right]^{T}, \text { when } m_{j}>L, \\
\hat{\mathbf{s}}_{j}= & {\left[s_{m_{j}-\frac{L}{2}, j}, s_{m_{j}-\frac{L}{2}+1, j}, \ldots, s_{m_{j}-1, j}, s_{m_{j}-L, j}, s_{m_{j}-L+1, j},\right.} \\
& \left.\ldots, s_{m_{j}-\frac{L}{2}-1, j}\right]^{T}, \text { when } m_{j}=L,
\end{aligned}
$$

and define $\overline{\mathbf{s}}_{j}$ as

For example, when $m_{j}=6$ and $L=4$, we have

$$
\begin{aligned}
\hat{\mathbf{s}}_{j}^{1} & =\left[s_{1,1}^{1}, s_{0,1}^{1}, s_{4,1}^{1}, s_{5,1}^{1}, s_{2,1}^{1}, s_{3,1}^{1}\right]^{T}, \\
\overline{\mathbf{s}}_{j}^{1} & =\left[s_{0,1}^{1}, 0, s_{2,1}^{1}, s_{3,1}^{1}, 0,0\right]^{T} .
\end{aligned}
$$

The definitions of $\hat{\mathbf{s}}_{j}$ and $\overline{\mathbf{s}}_{j}$ are used in designing the linear transformation that is used to replace entries of the $r \times r$ matrix to enable optimal repair bandwidth of the last $r$ nodes. The summation of two column vectors $\mathbf{s}_{j}^{1}, \mathbf{s}_{j}^{2}$ both with length $m_{j}$ is defined by

$$
\mathbf{s}_{j}^{1} \oplus \mathbf{s}_{j}^{2}=\left[s_{0, j}^{1}+s_{0, j}^{2}, s_{1, j}^{1}+s_{1, j}^{2}, \ldots, s_{m_{j}, j}^{1}+s_{m_{j}, j}^{2}\right]^{T}
$$

For $j=0,1, \ldots, k-1$, data node $j$ stores $r$ vectors $\mathbf{s}_{j}^{0}, \mathbf{s}_{j}^{1}, \ldots, \mathbf{s}_{j}^{r-1}$, where each vector has $L$ bits and there are in
total $r L$ information bits. The $r m_{j}$ parity bits stored in each coded node can be created by the following three steps.

1) Cyclic-right-shift $i$ positions of the $i$-row $(i=$ $0,1, \ldots, r-1$ ) of the following $r \times r$ matrix

$$
\mathbf{P}_{r \times r}^{1}=\left[\begin{array}{cccc}
\mathbf{s}_{k}^{0} & \mathbf{s}_{k+1}^{0} & \cdots & \mathbf{s}_{k+r-1}^{0} \\
\mathbf{s}_{k}^{1} & \mathbf{s}_{k+1}^{1} & \cdots & \mathbf{s}_{k+r-1}^{1} \\
\vdots & \vdots & \ddots & \vdots \\
\mathbf{s}_{k}^{r-1} & \mathbf{s}_{k+1}^{r-1} & \cdots & \mathbf{s}_{k+r-1}^{r-1}
\end{array}\right]
$$

to obtain the matrix

$$
\mathbf{P}_{r \times r}^{2}=\left[\begin{array}{cccccc}
\mathbf{s}_{k}^{0} & \mathbf{s}_{k+1}^{0} & \mathbf{s}_{k+2}^{0} & \cdots & \mathbf{s}_{k+r-2}^{0} & \mathbf{s}_{k+r-1}^{0} \\
\mathbf{s}_{k+r-1}^{1} & \mathbf{s}_{k}^{1} & \mathbf{s}_{k+1}^{1} & \cdots & \mathbf{s}_{k+r-3}^{1} & \mathbf{s}_{k+r-2}^{1} \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
\mathbf{s}_{k+1}^{r-1} & \mathbf{s}_{k+2}^{r-1} & \mathbf{s}_{k+3}^{r-1} & \cdots & \mathbf{s}_{k+r-1}^{r-1} & \mathbf{s}_{k}^{r-1}
\end{array}\right] .
$$

2) Recall that $(a)_{b}$ is the remainder of $a$ divided by $b$. For $i, j \in\{0,1, \ldots, r-1\}$, the entry in $i$ row and $j$ column of the matrix $\mathbf{P}_{r \times r}^{2}$ is $\mathbf{s}_{k+(r-i+j)_{r}}^{i}$. When $i+j<r-1$, replace the entry in $i$ row and $j$ column of the matrix $\mathbf{P}_{r \times r}^{2}$ by $\mathbf{s}_{k+(r-i+j)_{r}}^{i} \oplus \mathbf{s}_{k+(r-i+j)_{r}}^{r-1-j}$. When $i+j>r-1$, replace the entry in $i$ row and $j$ column of the matrix $\mathbf{P}_{r \times r}^{2}$ by $\mathbf{s}_{k+(r-i+j)_{r}}^{i} \oplus \hat{\mathbf{s}}_{k+(r-i+j)_{r}}^{r-1-j} \oplus \overline{\mathbf{s}}_{k+(r-i+j)_{r}}^{r-1-j}$. The resulting matrix $\mathbf{P}_{r \times r}^{3}$ is given in Eq. (13).
3) The $r m_{j}$ parity bits $\mathbf{p}_{j}^{0}, \mathbf{p}_{j}^{1}, \ldots, \mathbf{p}_{j}^{r-1}$ stored in coded node $j$ are the $r$ entries in column $j$ of the matrix $\mathbf{P}_{r \times r}^{3}$ for $j=0,1, \ldots, r-1$.
Note that the storage overhead of the transformed codes is the same as that of the original zigzag-decodable codes.

Given columns $j_{1}$ and $j_{2}\left(j_{2}>j_{1} \geq 0\right)$ of the matrix $\mathbf{P}_{r \times r}^{3}$ in Eq. (13), the entry in row $r-1-j_{1}$ and column $j_{2}$ is $\mathbf{s}_{k+\left(1+j_{1}+j_{2}\right)_{r}}^{r-\left(1+j_{2}\right.} \oplus \hat{\mathbf{s}}_{k+\left(1+j_{1}+j_{2}\right)_{r}}^{r-\left(1+j_{1}\right)} \oplus \overline{\mathbf{s}}_{k+\left(1+j_{1}+j_{2}\right)_{r}}^{r-\left(1+j_{1}\right)}$, and the entry in row $r-1-j_{2}$ and column $j_{1}$ is $\mathbf{s}_{k+\left(1+j_{1}+j_{2}\right)_{r}}^{r-\left(1+j_{2}\right.} \oplus \mathbf{s}_{k+\left(1+j_{1}+j_{2}\right)_{r}}^{r-\left(1+j_{1}\right)}$. The next lemma shows that we can obtain $\mathbf{s}_{k+\left(1+j_{1}+j_{2}\right)_{r}}^{r-\left(1+j_{2}\right)}$ and $\mathbf{s}_{k+\left(1+j_{1}+j_{2}\right)_{r}}^{r-\left(1+j_{1}\right)}$ from the two entries.

## Lemma 4. The following statements are valid.

1) $\mathbf{s}_{k+\ell}^{i}$ and $\mathbf{s}_{k+\ell}^{j}$ from $\mathbf{s}_{k+\ell}^{i} \oplus \mathbf{s}_{k+\ell}^{j}$ and $\mathbf{s}_{k+\ell}^{i} \oplus \hat{\mathbf{s}}_{k+\ell}^{j} \oplus \overline{\mathbf{s}}_{k+\ell}^{j}$;
2) $\mathbf{s}_{k+\ell}^{i} \oplus \mathbf{s}_{k+\ell}^{j}$ from $\mathbf{s}_{k+\ell}^{j}$ and $\mathbf{s}_{k+\ell}^{i} \oplus \hat{\mathbf{s}}_{k+\ell}^{j} \oplus \overline{\mathbf{s}}_{k+\ell}^{j}$;
3) $\mathbf{s}_{k+\ell}^{i} \oplus \hat{\mathbf{s}}_{k+\ell}^{j} \oplus \overline{\mathbf{s}}_{k+\ell}^{j}$ from $\mathbf{s}_{k+\ell}^{j}$ and $\mathbf{s}_{k+\ell}^{i} \oplus \mathbf{s}_{k+\ell}^{j}$;
4) $\mathbf{s}_{k+\ell}^{j}$ from $\hat{\mathbf{s}}_{k+\ell}^{j} \oplus \overline{\mathbf{s}}_{k+\ell}^{j}$.

Proof. Consider the first statement. From $\mathbf{s}_{k+\ell}^{i} \oplus \mathbf{s}_{k+\ell}^{j}$ and $\mathbf{s}_{k+\ell}^{i} \oplus \hat{\mathbf{s}}_{k+\ell}^{j} \oplus \overline{\mathbf{s}}_{k+\ell}^{j}$, we can obtain
$s_{t, k+\ell}^{i}+s_{t, k+\ell}^{j}$ for $0 \leq t \leq m_{k+\ell}-1$,
$s_{t, k+\ell}^{i}+s_{\frac{m_{k+\ell}-L}{2}-t, k+\ell}^{j}+s_{t, k+\ell}^{j}$ for $0 \leq t \leq \frac{m_{k+\ell}-L}{2}-1$,
$s_{t, k+\ell}^{i}+s_{t-\frac{m_{k+\ell}-L}{2}, k+\ell}^{j}$ for $\frac{m_{k+\ell}-L}{2} \leq t \leq m_{k+\ell}-L-1$,
$s_{t, k+\ell}^{i}+s_{t+\frac{m_{k+\ell}-L}{2}, k+\ell}^{j}+s_{t, k+\ell}^{j}$ for $m_{k+\ell}-L \leq t \leq m_{k+\ell}-\frac{L}{2}-1$,
$s_{t, k+\ell}^{i}+s_{t+\frac{L}{2}, k+\ell}^{j}$ for $m_{k+\ell}-\frac{L}{2} \leq t \leq m_{k+\ell}-1$.
We can first compute $s_{\frac{m_{k+\ell}-L}{2}-t, k+\ell}^{j}$ for $0 \leq t \leq \frac{m_{k+\ell}-L}{2}-1$ by

$$
\left(s_{t, k+\ell}^{i}+s_{t, k+\ell}^{j}\right)+\left(s_{t, k+\ell}^{i}+s_{\frac{m_{k+\ell}-L}{2}-t, k+\ell}^{j}+s_{t, k+\ell}^{j}\right),
$$

and compute $s_{\frac{m_{k+\ell}-L}{2}}^{i}-t, k+\ell$ for $0 \leq t \leq \frac{m_{k+\ell}-L}{2}-1$ by

$$
s_{\frac{m_{k+\ell}-L}{2}-t, k+\ell}^{j}+\left(s_{\frac{m_{k+\ell}-L}{2}-t, k+\ell}^{i}+s_{\frac{m_{k+\ell}-L}{2}-t, k+\ell}^{j}\right)
$$

Let $t^{\prime}=\frac{m_{k+\ell}-L}{2}-t$, we can obtain that

$$
t^{\prime}=1,2, \ldots, \frac{m_{k+\ell}-L}{2}
$$

when $t=0,1, \ldots, \frac{m_{k+\ell}-L}{2}-1$. That is to say, we have already computed the bits $s_{t, k+\ell}^{i}$ and $s_{t, k+\ell}^{j}$ for $t=1,2, \ldots, \frac{m_{k+\ell}-L}{2}$. We can compute $s_{0, k+\ell}^{j}$ by $s_{\frac{m_{k+\ell}-L}{2}, k+\ell}^{i}+\left(s_{\frac{m_{k+\ell}-L}{2}, k+\ell}^{i}+\right.$ $\left.s_{0, k+\ell}^{j}\right)$, and compute $s_{0, k+\ell}^{i}$ by $s_{0, k+\ell}^{j}+\left(s_{0, k+\ell}^{i}+s_{0, k+\ell}^{j}\right)$. Then, we compute $s_{t, k+\ell}^{i}$ for $\frac{m_{k+\ell}-L}{2} \leq t \leq m_{k+\ell}-L-1$ by

$$
s_{t-\frac{m_{k+\ell}-L}{2}, k+\ell}^{j}+\left(s_{t, k+\ell}^{i}+s_{t-\frac{m_{k+\ell}-L}{2}, k+\ell}^{j}\right)
$$

and $s_{t, k+\ell}^{j}$ for $\frac{m_{k+\ell}-L}{2} \leq t \leq m_{k+\ell}-L-1$ by

$$
s_{t, k+\ell}^{i}+\left(s_{t, k+\ell}^{i}+s_{t, k+\ell}^{j}\right)
$$

The other bits of $\mathbf{s}_{k+\ell}^{i}$ and $\mathbf{s}_{k+\ell}^{j}$ can be computed by repeating the above procedure for $m_{k+\ell}-L \leq t \leq m_{k+\ell}$. We can compute $\mathbf{s}_{k+\ell}^{i}$ and $\mathbf{s}_{k+\ell}^{j}$ with $\frac{5}{2} m_{k+\ell}$ XORs involved.

The other three statements can be proved similarly.
In the following, we show that the transformed codes also satisfy the MDS property, if the original zigzag-decodable codes satisfy the MDS property.

Theorem 5. The transformed codes satisfy the MDS property if the zigzag-decodable codes satisfy the MDS property.

Proof. The transformed codes satisfy the MDS property if any $k$ out of $n$ nodes can reconstruct all the information bits. It is equivalent to show that the $k$ data nodes can be reconstructed from any $t$ data nodes and any $k-t$ coded nodes, where $\max \{0, k-r\} \leq t \leq k$. When $t=k$, we can obtain the $k$ data nodes directly.

In the following, we consider the case of $t<k$. Suppose that data node $i_{1}, i_{2}, \ldots, i_{t}$ and coded nodes $j_{1}, j_{2}, \ldots, j_{k-t}$ are selected with $0 \leq i_{1}<\ldots<i_{t} \leq k-1$ and $0 \leq j_{1}<$ $\ldots<j_{k-t} \leq r-1$. The entry in row $r-1-j_{1}$ and column $j_{2}$ of the matrix $\mathbf{P}_{r \times r}^{3}$ is $\mathbf{s}_{k+\left(1+j_{1}+j_{2}\right)_{r}}^{r-\left(1+j_{2}\right)} \oplus \hat{\mathbf{s}}_{k+\left(1+j_{1}+j_{2}\right)_{r}}^{r-\left(1+j_{1}\right)} \oplus$ $\overline{\mathbf{s}}_{k+\left(1+j_{1}+j_{2}\right)_{r}}^{\left(r-\left(1+j_{1}\right) *\right.}$; while the entry in row $r-1-j_{2}$ and column $j_{1}$ is $\mathbf{s}_{k+\left(1+j_{1}+j_{2}\right)_{r}}^{r-\left(1+j_{2}\right.} \oplus \mathbf{s}_{k+\left(1+j_{1}+j_{2}\right)_{r}}^{r-\left(1+j_{1}\right)}$. By Lemma 4, we can obtain $\mathbf{s}_{k+\left(1+j_{1}+j_{2}\right)_{r}}^{r-\left(1+j_{2}\right.}$ and $\mathbf{s}_{\left.k+\left(1+j_{1}+j_{2}\right)_{r}\right)}^{r-\left(1+j_{1}\right)^{2}}$ from the above two entries. Similarly, we can obtain $\mathbf{s}_{k+\left(1+j_{1}+j_{\ell}\right)_{r}}^{r-\left(1+j_{\ell}\right)}$ and $\mathbf{s}_{k+\left(1+j_{1}+j_{\ell}\right)_{r}}^{r-\left(1+j_{1}\right)}$ from the entries in row $r-1-j_{1}$ column $j_{\ell}$ and row $r-1-j_{\ell}$
column $j_{1}$, for $\ell=2,3, \ldots, k-t$. Recall that the entry in row $r-1-j_{1}$ and column $j_{1}$ is $\mathbf{s}_{k+\left(1+2 j_{1}\right)_{r}}^{r-\left(1+j_{1}\right)}$. We obtain

$$
\left\{\mathbf{s}_{k+\left(1+2 j_{1}\right)_{r}}^{r-\left(1+j_{1}\right)}, \mathbf{s}_{k+\left(1+j_{1}+j_{2}\right)_{r}}^{r-\left(1+j_{1}\right)}, \ldots, \mathbf{s}_{k+\left(1+j_{1}+j_{k-t}\right)_{r}}^{r-\left(1+j_{1}\right)}\right\}
$$

together with the data vectors in row $r-1-j_{1}$ and data nodes $i_{1}, i_{2}, \ldots, i_{t}$, we can compute all other data vectors in row $r-1-j_{1}$ according to the MDS property of the zigzagdecodable codes.

By the same argument, we can recover all data vectors in rows $r-1-j_{2}, \ldots, r-1-j_{k-t}$. Once the vectors in rows $r-1-$ $j_{2}, \ldots, r-1-j_{k-t}$ are known, we can recover all other vectors similarly, followed by solving the unknown packets according to the MDS property of the $(k+r, k)$ zigzag-decodable codes.

The idea behind the proof of Theorem 5 is similar to the proof of Theorem 1 in [10] and Theorem 1 in [24]. The technical difference is that our linear transformation is designed for zigzag-decodable code but the transformations in [10] and [24] are designed for non-binary MDS codes and binary MDS codes, respectively. The next theorem shows that the $r$ coded nodes of the transformed code are with the optimal repair bandwidth.

Theorem 6. The r coded nodes of the transformed codes are with the optimal repair bandwidth.
Proof. For $j=0,1, \ldots, r-1$, we show that we can recover coded node $j$ by accessing $k$ vectors $\mathbf{s}_{0}^{r-1-j}, \mathbf{s}_{1}^{r-1-j}, \ldots, \mathbf{s}_{k-1}^{r-1-j}$ and $r-1$ entries in row $r-1-j$ of the matrix $\mathbf{P}_{r \times r}^{3}$ except the entry in the failed column $j$.

By accessing $\mathbf{s}_{0}^{r-1-j}, \mathbf{s}_{1}^{r-1-j}, \ldots, \mathbf{s}_{k-1}^{r-1-j}$, we can compute $\mathbf{s}_{k}^{r-1-j}, \mathbf{s}_{k+1}^{r-1-j}, \ldots, \mathbf{s}_{k+r-1}^{r-1-j}$. With the obtained $\mathbf{s}_{k+(1+2 j)_{r}}^{r-1-j}$ and the accessed $r-1$ entries in row $j$ of the matrix $\mathbf{P}_{r \times r}^{3}$ except the entry in the failed column $j$, we can compute all $r$ vectors in parity column $j$ by Lemma 4.

We show in the next theorem that the repair bandwidth of both the original zigzag-decoded codes and the transformed codes is the same if the repair process of a data node satisfies some condition.

Theorem 7. In the $(k+r, k)$ zigzag-decodable codes, suppose that we can repair node $f$ by downloading the bits $s_{i, j}$ for all $i \in S_{j}$ and $j=0,1, \ldots, f-1, f+1, \ldots, k+r-1$, where $0 \leq f \leq k-1$ and $S_{j}$ denotes the set of indices of the downloaded bits from node $j$. Then, we can repair node $f$ of the transformed codes by downloading $s_{i, j}^{\ell}$ for all $i \in S_{j}$,
$\ell=0,1, \ldots, r-1, j=0,1, \ldots, f-1, f+1, \ldots, k-1$, and the following bits
$\left[\begin{array}{cccc}p_{i, 0}^{0}, \forall i \in S_{k} & p_{i, 1}^{0}, \forall i \in S_{k+1} & \cdots & p_{i, r-1}^{0}, \forall i \in S_{k+r-1} \\ p_{i, 0}^{1}, \forall i \in S_{k+r-1} & p_{i, 1}^{1}, \forall i \in S_{k} & \cdots & p_{i, r-1}^{1}, \forall i \in S_{k+r-2} \\ \vdots & \vdots & \ddots & \vdots \\ p_{i, 0}^{r-2}, \forall i \in S_{k+2} & p_{i, 1}^{r-2}, \forall i \in S_{k+3} & \cdots & p_{i, r}^{r-2}, \forall i \in S_{k+1} \\ p_{i, 0}^{r-1}, \forall i \in S_{k+1} & p_{i, 1}^{r-1}, \forall i \in S_{k+2} & \cdots & p_{i, r-1}^{r-1}, \forall i \in S_{k}\end{array}\right]$
from nodes $k, k+1, \ldots, k+r-1$, if

$$
i+\frac{L}{2} \in S_{k+j}, \forall i \in S_{k+j} \text { and } m_{j}-L \leq i \leq m_{j}-\frac{L}{2}-1
$$

where $j=0,1, \ldots, r-1$.
Proof. Given $j=0,1, \ldots, r-1$, for $i \in S_{k+j}$ and $m_{j}-L \leq$ $i \leq m_{j}-\frac{L}{2}-1$, the bits downloaded from $p_{i, 0}^{0}, \forall i \in S_{k}$ and $p_{i, r-1}^{r-1}, \forall i \in S_{k}$ are

$$
\begin{aligned}
p_{i, 0}^{0} & =s_{i, k}^{0}+s_{i, k}^{r-1}, \\
p_{i+\frac{L}{2}, 0}^{0} & =s_{i+\frac{L}{2}, k}^{0}+s_{i+\frac{L}{2}, k}^{r-1},
\end{aligned}
$$

and

$$
\begin{aligned}
p_{i, r-1}^{r-1} & =s_{i, k}^{0}+s_{i+\frac{L}{2}, k}^{r-1}, \\
p_{i+\frac{L}{2}, r-1}^{r-1} & =s_{i+\frac{L}{2}, k}^{0}+s_{i+\frac{L}{2}, k}^{r-1}+s_{i, k}^{r-1},
\end{aligned}
$$

respectively. We can first compute $s_{i, k}^{r-1}$ by

$$
s_{i, k}^{r-1}=p_{i+\frac{L}{2}, 0}^{0}+p_{i+\frac{L}{2}, r-1}^{r-1},
$$

and then compute $s_{i, k}^{0}$ by $s_{i, k}^{0}=p_{i, 0}^{0}+s_{i, k}^{r-1}$. Finally, we can compute $s_{i+\frac{L}{2}, k}^{r-1}$ and $s_{i+\frac{L}{2}, k}^{0}$ by

$$
s_{i+\frac{L}{2}, k}^{r-1}=s_{i, k}^{0}+p_{i, r-1}^{r-1}
$$

and

$$
s_{i+\frac{L}{2}, k}^{0}=s_{i+\frac{L}{2}, k}^{r-1}+p_{i+\frac{L}{2}, 0}^{0}
$$

respectively. Similarly, we can compute

$$
\begin{aligned}
& s_{i, k+\left(1+j_{1}+j_{2}\right)_{r}}^{r-1-j_{2}}, s_{i, k+\left(1+j_{1}+j_{2}\right)_{r}}^{r-1-j_{1}} \\
& s_{i+\frac{L}{2}, k+\left(1+j_{1}+j_{2}\right)_{r}}^{r-1-j_{2}}, s_{i+\frac{L}{2}, k+\left(1+j_{1}+j_{2}\right)_{r}}^{r-1-j_{1}}
\end{aligned}
$$

from

$$
\begin{aligned}
p_{i, j_{2}}^{r-1-j_{1}}= & s_{i, k+\left(1+j_{1}+j_{2}\right)_{r}}^{r-1-j_{2}}+s_{i+\frac{L}{2}, k+\left(1+j_{1}+j_{2}\right)_{r}}^{r-1-j_{1}}, \\
p_{i+\frac{L}{2}, j_{2}}^{r-1-j_{1}}= & s_{i+\frac{L}{2}, k+\left(1+j_{1}+j_{2}\right)_{r}}^{r-1-j_{i}}+s_{i+\frac{L}{2}, k+\left(1+j_{1}+j_{2}\right)_{r}}^{r-1-( }+ \\
& s_{i, k+\left(1+j_{1}+j_{2}\right)_{r}}^{r-1}, \\
p_{i, j_{1}}^{r-1-j_{2}}= & s_{i, k+\left(1+j_{1}+j_{2}\right)_{r}}^{r-1-1+s_{i, k+\left(1+j_{1}+j_{2}\right)_{r}}^{r-1-j_{1}},} \\
p_{i+\frac{L}{2}, j_{1}}^{r-1-j_{2}}= & s_{i+\frac{L}{2}, k+\left(1+j_{1}+j_{2}\right)_{r}}^{r-1-j_{2}}+s_{i+\frac{L}{2}, k+\left(1+j_{1}+j_{2}\right)_{r}}^{r-1-j_{1}}
\end{aligned}
$$

for $j_{2}>j_{1} \geq 0, i \in S_{k+\left(1+j_{1}+j_{2}\right)_{r}}$ and $m_{\left(1+j_{1}+j_{2}\right)_{r}}-L \leq$ $i \leq m_{\left(1+j_{1}+j_{2}\right)_{r}}-\frac{L}{2}-1$. We thus obtain the bits $s_{i, j}^{\ell}$ for all $i \in S_{j}, j=k, k+1, \ldots, k+r-1$ and $\ell=0,1, \ldots, r-1$. Recall that we can recover $s_{0, f}, s_{1, f}, \ldots, s_{L-1, f}$ by downloading the bits $s_{i, j}$ for all $i \in S_{j}$ and $j=0,1, \ldots, f-1, f+1, \ldots, k+$ $r-1$. Therefore, we obtain the bits $s_{i, j}^{\ell}$ for all $i \in S_{j}, j=$ $0,1, \ldots, f-1, f+1, \ldots, k+r-1$ and $\ell=0,1, \ldots, r-1$, and all the bits in node $f$ can be recovered.

In the repair process of the transformed codes, the bits downloaded from nodes $k, k+1, \ldots, k+r-1$ are linear combinations of the needed bits in repairing a data node. We need to solve the needed bits from the downloaded bits of nodes $k, k+1, \ldots, k+r-1$ in order to achieve the sam repair bandwidth of the original zigzag-decodable codes. In Theorem 7, we give the condition under which we can solve the needed bits from the downloaded bits of nodes $k, k+1, \ldots, k+r-1$. Although our transformation is designed for zigzag-decodable codes, it is also applicable for MDS array codes. We only need to make the length of both data packets and coded packets be the same when apply the transformation for MDS array codes.

## V. Constructions of ZigZag-Decodable Reconstruction Codes

In Section III, we present a construction of zigzag-decodable codes that can achieve asymptotically optimal repair bandwidth for repairing any data node. In this section, we propose two explicit constructions of zigzag-decodable reconstruction (ZDR) codes that can achieve asymptotically optimal repair bandwidth for not only any data node but also coded node. The first constructed ZDR code is obtained by directly applying the transformation in Section IV for the code in Section III. The second constructed ZDR code is obtained by recursively applying the transformation in Section IV for any zigzagdecodable code.

## A. The First Construction

The proposed ZDR codes contain $k \geq 2$ data nodes and $r \geq 2$ coded nodes. Each data node stores $r$ data packets and each coded node stores $r$ coded packets. For easier understanding, we divide the encoding process into two steps. First, we generate $r$ instances of zigzag-decodable codes with the encoding matrix in Eq. (2). Second, convert the obtained zigzag-decodable codes with the encoding matrix in Eq. (2) into the transformed codes by the transformation given in Section IV.

According to Eq. (2) and the transformation, the length of the vector $\mathbf{p}_{k+j}^{\ell}$ is $L+j r^{k-1}-j$. The proposed ZDR codes is denoted by $\mathcal{Z D} \mathcal{R}_{1}(k, r)$. To differential vectors $\mathbf{p}_{k+j}^{\ell}$ and $\mathbf{s}_{k+j}^{\ell}$, we call $\mathbf{s}_{k+j}^{\ell}$ as intermediate vector and $\mathbf{p}_{k+j}^{\ell}$ as coded vector. By the transformation in Section IV, $\mathcal{Z D} \mathcal{R}_{1}(k, r)$ has the same storage overhead as that of the zigzag-decodable codes, the storage overhead of $\mathcal{Z D} \mathcal{R}_{1}(k, r)$ is at most $(r-1) r^{k-1}-r+1$ that is negligible when $L \gg(r-1) r^{k-1}-r+1$.

For example, when $(k, r)=(2,2)$, we have four data packets $s_{0}^{0}(z), s_{0}^{1}(z), s_{1}^{0}(z), s_{1}^{1}(z)$ and the encoding matrix is

$$
\left[\begin{array}{cc}
1 & 1 \\
z & z^{2}
\end{array}\right]
$$

We can first compute four packets as

$$
\left[\begin{array}{l}
s_{2}^{\ell}(z) \\
s_{3}^{\ell}(z)
\end{array}\right]=\left[\begin{array}{cc}
1 & 1 \\
z & z^{2}
\end{array}\right] \cdot\left[\begin{array}{c}
s_{0}^{\ell}(z) \\
s_{1}^{\ell}(z)
\end{array}\right]
$$

where $\ell=0,1$. Then, we can compute four coded vectors stored in two coded nodes as

$$
\begin{aligned}
& \mathbf{p}_{2}^{0}=\mathbf{s}_{2}^{0} \oplus \mathbf{s}_{2}^{1} \\
& \mathbf{p}_{3}^{0}=\mathbf{s}_{3}^{0}, \\
& \mathbf{p}_{2}^{1}=\mathbf{s}_{3}^{1} \\
& \mathbf{p}_{3}^{1}=\mathbf{s}_{2}^{0} \oplus \hat{\mathbf{s}}_{2}^{1} \oplus \overline{\mathbf{s}}_{2}^{1} .
\end{aligned}
$$

The example given in Section II is exactly the example of the proposed codes with $(k, r)=(2,2)$.

According to Theorem 5, we can decode all data packets of $\mathcal{Z D}_{1}(k, r)$ by zigzag decoding from any $k$ nodes. Furthermore, according to Theorem 6 , we can repair a coded node $f$ by downloading all $k+r-1$ packets in row $f$ and the repair bandwidth is optimal. Recall that the repair algorithm of data node $f$ of the original zigzag-decodable codes is given in Algorithm 2, and the repair bandwidth of each data node is asymptotically optimal by Theorem 3. In Algorithm 2, if a bit $s_{i, k+j}$ in node $k+j$ with $j=0,1, \ldots, r-1$ is downloaded to recover node $f$, then $s_{i+L / 2, k+j}$ is also downloaded in the repair process, as $L$ is a multiple of $k^{r}$. Therefore, the condition given in Theorem 7 is satisfied, and we can recover data node $f$ of $\mathcal{Z D} \mathcal{R}_{1}(k, r)$ with asymptotically optimal repair bandwidth.

## B. The Second Construction

The second construction of ZDR codes is designed by recursively applying the transformation for a zigzag-decodable code. In the following, we take an example of zigzagdecodable codes with the encoding matrix given as

$$
\mathbf{E}_{r \times k}=\left[\begin{array}{cccc}
1 & 1 & \cdots & 1  \tag{14}\\
1 & z & \cdots & z^{k-1} \\
\vdots & \vdots & \ddots & \vdots \\
1 & z^{r-1} & \cdots & z^{(r-1)(k-1)}
\end{array}\right]
$$

to show the construction.
By applying the transformation for the $r$ coded nodes of the zigzag-decodable code with the encoding matrix given in Eq. (14), according to Theorem 5, we can obtain a transformed code that can be decoded by zigzag decoding from any $k$ nodes and, according to Theorem 6, has minimum repair bandwidth for $r$ coded nodes. We can also apply the transformation for the chosen $r$ data nodes of the above resulting codes such that, by Theorem 5, the newly transformed code has the zigzag decoding property. Furthermore, by Theorem 6, it has minimum repair bandwidth for both the chosen $r$ data nodes and $r$ coded nodes. By applying the transformation recursively for $\left\lceil\frac{k+r}{r}\right\rceil$ times, we can obtain the transformed ZDR code, denoted by $\mathcal{Z D} \mathcal{R}_{2}(k, r)$, that has minimum repair bandwidth for all nodes. Note that in $\mathcal{Z} \mathcal{D R}_{2}(k, r), \alpha=r^{\left\lceil\frac{k+r}{r}\right\rceil}$. The storage overhead of the original zigzag-decodable codes is $(r-1)(k-1)$. As $\mathcal{Z D} \mathcal{R}_{2}(k, r)$ has the same storage overhead as that of the original zigzag-decodable codes, the storage overhead of $\mathcal{Z D} \mathcal{R}_{2}(k, r)$ is also $(r-1)(k-1)$ that is negligible when $L \gg(r-1)(k-1)$.

We present an example of $(k, r)=(2,2)$ to illustrate the construction process. First, we choose a zigzag-decodable code

TABLE II: Codes with $(k, r)=(2,2)$ by applying the transformation for the two coded nodes.

| Node 0 | Node 1 | Node 2 | Node 3 |
| :---: | :---: | :---: | :---: |
| $\mathbf{s}_{0}^{0}$ | $\mathbf{s}_{1}^{0}$ | $\mathbf{s}_{2}^{0} \oplus \mathbf{s}_{2}^{1}$ | $\mathbf{s}_{3}^{0}$ |
| $\mathbf{s}_{0}^{1}$ | $\mathbf{s}_{1}^{1}$ | $\mathbf{s}_{3}^{1}$ | $\mathbf{s}_{2}^{0} \oplus \hat{\mathbf{s}}_{2}^{1} \oplus \overline{\mathbf{s}}_{2}^{1}$ |

TABLE III: Example of $\mathcal{Z D}_{2}(2,2)$.

| Node 0 | Node 1 | Node 2 | Node 3 |
| :---: | :---: | :---: | :---: |
| $\mathbf{s}_{0}^{0} \oplus \mathbf{s}_{0}^{2}$ | $\mathbf{s}_{1}^{0}$ | $\mathbf{s}_{2}^{0} \oplus \mathbf{s}_{2}^{1}$ | $\mathbf{s}_{3}^{0}$ |
| $\mathbf{s}_{0}^{1} \oplus \mathbf{s}_{0}^{3}$ | $\mathbf{s}_{1}^{1}$ | $\mathbf{s}_{3}^{1}$ | $\mathbf{s}_{2}^{0} \oplus \hat{\mathbf{s}}_{2}^{1} \oplus \overline{\mathbf{s}}_{2}^{1}$ |
| $\mathbf{s}_{1}^{2}$ | $\mathbf{s}_{0}^{0} \oplus \hat{\mathbf{s}}_{0}^{2} \oplus \overline{\mathbf{s}}_{0}^{2}$ | $\mathbf{s}_{2}^{2} \oplus \mathbf{s}_{2}^{3}$ | $\mathbf{s}_{3}^{2}$ |
| $\mathbf{s}_{1}^{3}$ | $\mathbf{s}_{0}^{1} \oplus \hat{\mathbf{s}}_{0}^{3} \oplus \overline{\mathbf{s}}_{0}^{3}$ | $\mathbf{s}_{3}^{3}$ | $\mathbf{s}_{2}^{2} \oplus \hat{\mathbf{s}}_{2}^{3} \oplus \overline{\mathbf{s}}_{2}^{3}$ |

with $(k, r)=(2,2)$. Given two data vectors $\mathbf{s}_{0}, \mathbf{s}_{1}$, we compute two coded vectors $\mathbf{s}_{2}, \mathbf{s}_{3}$ of the zigzag-decodable code such that any two vectors can retrieve the two data vectors. Second, we apply the transformation for the zigzag-decodable code to obtain the transformed code in Table II. Finally, we obtain the $\mathcal{Z D} \mathcal{R}_{2}(2,2)$ by applying the transformation for the code in Table II, and $\mathcal{Z D} \mathcal{R}_{2}(2,2)$ is shown in Table III.

We can recover all the data vectors from any two nodes in this example. From the first two nodes, by Lemma 4, we can obtain $\mathbf{s}_{0}^{0}, \mathbf{s}_{0}^{1}, \mathbf{s}_{0}^{2}$ and $\mathbf{s}_{0}^{3}$ from

$$
\mathbf{s}_{0}^{0} \oplus \mathbf{s}_{0}^{2}, \mathbf{s}_{0}^{1} \oplus \mathbf{s}_{0}^{3}, \mathbf{s}_{0}^{0} \oplus \hat{\mathbf{s}}_{0}^{2} \oplus \overline{\mathbf{s}}_{0}^{2}, \mathbf{s}_{0}^{1} \oplus \hat{\mathbf{s}}_{0}^{3} \oplus \overline{\mathbf{s}}_{0}^{3}
$$

Similarly, by Lemma 4, we can compute all the data vectors from nodes 2 and 3 . Now we consider the decoding from nodes 1 and 2 . We can first compute $\mathbf{s}_{0}^{1}$ and $\mathbf{s}_{2}^{1}$ from two vectors $\mathbf{s}_{1}^{1}$ and $\mathbf{s}_{3}^{1}$, as the original zigzag-decodable code has the MDS property. Then, we can compute $\mathbf{s}_{2}^{0}$ by $\mathbf{s}_{2}^{1} \oplus\left(\mathbf{s}_{2}^{0} \oplus \mathbf{s}_{2}^{1}\right)$, together with $\mathbf{s}_{1}^{0}$, we can compute $\mathbf{s}_{0}^{0}$ and $\mathbf{s}_{3}^{0}$. After computing $\hat{\mathbf{s}}_{0}^{3} \oplus \mathbf{s}_{0}^{3}$ by subtracting $\mathbf{s}_{0}^{1}$ from $\mathbf{s}_{0}^{1} \oplus \hat{\mathbf{s}}_{0}^{3} \oplus \overline{\mathbf{s}}_{0}^{3}$, by Lemma 4 , we can decode $\mathbf{s}_{0}^{3}$ from $\hat{\mathbf{s}}_{0}^{3} \oplus \overline{\mathbf{s}}_{0}^{3}$. We thus can compute $\mathbf{s}_{1}^{3}$ and $\mathbf{s}_{2}^{3}$ from $\mathbf{s}_{0}^{3}$ and $s_{3}^{3}$. The two vectors $s_{0}^{2}$ and $s_{1}^{2}$ can be computed similarly. With the same argument, we can decode all the data vectors for other cases.

Next, we demonstrate that we can repair any one node by downloading two vectors from each of the other three nodes, where the repair bandwidth of any one node is optimal. Assume node 0 fails, we can recover the four vectors in node 0 by downloading the following six vectors

$$
\mathbf{s}_{0}^{0} \oplus \hat{\mathbf{s}}_{0}^{2} \oplus \overline{\mathbf{s}}_{0}^{2}, \mathbf{s}_{0}^{1} \oplus \hat{\mathbf{s}}_{0}^{3} \oplus \overline{\mathbf{s}}_{0}^{3}, \mathbf{s}_{2}^{2} \oplus \mathbf{s}_{2}^{3}, \mathbf{s}_{3}^{3}, \mathbf{s}_{3}^{2}, \mathbf{s}_{2}^{2} \oplus \hat{\mathbf{s}}_{2}^{3} \oplus \overline{\mathbf{s}}_{2}^{3}
$$

First, by Lemma 4, we compute $\mathbf{s}_{2}^{2}$ and $\mathbf{s}_{2}^{3}$ from $\mathbf{s}_{2}^{2} \oplus \mathbf{s}_{2}^{3}$ and $\mathbf{s}_{2}^{2} \oplus \hat{\mathbf{s}}_{2}^{3} \oplus \overline{\mathbf{s}}_{2}^{3}$. Then, we compute $\mathbf{s}_{0}^{2}, \mathbf{s}_{1}^{2}$ and $\mathbf{s}_{0}^{3}, \mathbf{s}_{1}^{3}$ from $\mathbf{s}_{2}^{2}, \mathbf{s}_{3}^{2}$ and $\mathbf{s}_{2}^{3}, \mathbf{s}_{3}^{3}$, respectively. Finally, we recover $\mathbf{s}_{0}^{0} \oplus \mathbf{s}_{0}^{2}$ and $\mathbf{s}_{0}^{1} \oplus \mathbf{s}_{0}^{3}$ from $\mathbf{s}_{0}^{2}, \mathbf{s}_{0}^{0} \oplus \hat{\mathbf{s}}_{0}^{2} \oplus \overline{\mathbf{s}}_{0}^{2}$ and $\mathbf{s}_{0}^{3}, \mathbf{s}_{0}^{1} \oplus \hat{\mathbf{s}}_{0}^{3} \oplus \overline{\mathbf{s}}_{0}^{3}$, respectively.

Similarly, we can repair node 1 by downloading six vectors

$$
\mathbf{s}_{0}^{0} \oplus \mathbf{s}_{0}^{2}, \mathbf{s}_{0}^{1} \oplus \mathbf{s}_{0}^{3}, \mathbf{s}_{2}^{0} \oplus \mathbf{s}_{2}^{1}, \mathbf{s}_{3}^{1}, \mathbf{s}_{3}^{0}, \mathbf{s}_{2}^{0} \oplus \hat{\mathbf{s}}_{2}^{1} \oplus \overline{\mathbf{s}}_{2}^{1}
$$

repair node 2 by downloading

$$
\mathbf{s}_{0}^{1} \oplus \mathbf{s}_{0}^{3}, \mathbf{s}_{1}^{3}, \mathbf{s}_{3}^{1}, \mathbf{s}_{3}^{3}, \mathbf{s}_{2}^{0} \oplus \hat{\mathbf{s}}_{2}^{1} \oplus \overline{\mathbf{s}}_{2}^{1}, \mathbf{s}_{2}^{2} \oplus \hat{\mathbf{s}}_{2}^{3} \oplus \overline{\mathbf{s}}_{2}^{3}
$$

and repair node 3 by downloading

$$
\mathbf{s}_{0}^{0} \oplus \mathbf{s}_{0}^{2}, \mathbf{s}_{1}^{2}, \mathbf{s}_{1}^{0}, \mathbf{s}_{0}^{0} \oplus \hat{\mathbf{s}}_{0}^{2} \oplus \overline{\mathbf{s}}_{0}^{2}, \mathbf{s}_{2}^{0} \oplus \mathbf{s}_{2}^{1}, \mathbf{s}_{2}^{2} \oplus \overline{\mathbf{s}}_{2}^{3} .
$$

## C. Other Constructions

There exist other constructions by employing the transformation given in Section IV for a zigzag-decodable code with asymptotically minimum repair bandwidth for some data nodes. Specifically, we can first construct a new zigzagdecodable codes that have asymptotically minimum repair bandwidth for the first $\gamma$ data nodes by designing an encoding matrix, where $k>\gamma>0$. Then, we can employ the transformation with for the zigzag-decodable codes with $\left\lceil\frac{k+r-\gamma}{r}\right\rceil$ times. We can show that the transformed codes also have asymptotically minimum repair bandwidth for all nodes, as in the transformed $\mathcal{Z D} \mathcal{R}_{1}(k, r)$ codes in Section V-A.

## VI. Comparisons

In this section, we compare in the decoding complexity and storage overhead of the proposed ZDR codes with other related codes, such as MDS codes with exactly or asymptotically minimum repair bandwidth in [10], [11], [18], [24].

Table IV shows the comparison of existing high code rate MDS codes with asymptotically optimal repair bandwidth or exactly optimal repair bandwidth with the proposed ZDR codes. Suppose that $r$ data nodes are erased and we define the decoding complexity as the ratio of the number of XOR operations involved in recovering the erased $r$ data nodes to the number of packets stored in a node. In $\mathcal{Z D} \mathcal{R}_{1}(k, r)$, each node contains $r$ packets. We need to recover the erased $r^{2}$ data packets from the surviving $k-r$ data nodes and $r$ coded nodes. First, by Lemma 4, we can compute $r(r-1)$ coded packets from $\frac{r(r-1)}{2}$ pairs of linear combinations and it takes $\frac{5(r-1) r L}{4}$ XORs. ${ }^{1}$ Then, we subtract $r(k-r)$ data packets in $k^{4}-r$ data nodes from the obtained $r^{2}$ coded packets and it takes $(k-r) r^{2} L$ XORs. Finally, we can recover the erased $r^{2}$ data packets in $r$ data nodes by solving $r$ linear systems each of size $r \times r$ by zigzag decoding and it takes $r^{3} L$ XORs. Therefore, the decoding complexity of $\mathcal{Z D}_{1}(k, r)$ is $O\left((k-r) r L+r^{2} L\right)$. Similarly, we can show that the decoding complexity of $\mathcal{Z D} \mathcal{R}_{2}(k, r)$ is also $O\left((k-r) r L+r^{2} L\right)$. Since the decoding complexity of the existing MDS codes in [10], [11], [18], [24] is $O\left((k-r) r L^{2}+r^{2} L^{2}\right)$, the proposed ZDR codes have less decoding complexity than the other existing MDS codes listed in the table. Note that the lower decoding complexity of ZDR codes is obtained at a cost of the storage overhead. The storage overhead of $\mathcal{Z D} \mathcal{R}_{1}(k, r)$ and $\mathcal{Z D}_{2}(k, r)$ is $(r-1) r^{k-1}-r+1$ and $(k-1)(r-1)$, respectively. When the packet length $L$ is sufficiently large, then the storage overhead is negligible.

## VII. CONCLUSION

We propose ZDR codes with any $k \geq 2$ data nodes and any $r \geq 2$ coded nodes. We present two explicit constructions of ZDR codes that have asymptotically minimum repair bandwidth for all $k+r$ nodes. Compared with other related codes with exactly or asymptotically minimum repair bandwidth, the proposed ZDR codes have the zigzag decoding property and

[^1]thus have less encoding complexity and decoding complexity. However, the proposed ZDR codes only have efficient repair bandwidth for $d=k+r-1$, i.e., all the surviving nodes are connected to repair the failed node. How to design ZDR codes with asymptotically minimum repair bandwidth for more flexible parameters $(k+1 \leq d \leq k+r-1)$ is our future work.
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