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Abstract—Traditionally, a hybrid automatic repeat request
(HARQ) is executed at the physical (PHY) and medium access
control (MAC) layers. A cyclic redundancy check (CRC) is usually
performed at the MAC layer to decide whether a packet must be
retransmitted. This design causes two problems—long latency and
inefficient retransmission—when a transmission error appears in
a large packet. In this paper, we propose a new HARQ scheme to
solve these problems based not only on CRC but on the decoding
of tail-biting convolutional codes (TBCCs) at the PHY layer as
well. First, the TBCC codeword that was received at the decoder
is cyclically shifted according to the reliability of the received code
bits. The Viterbi algorithm (VA), starting from all states, is then
applied. When every survival path in the VA is close enough to its
corresponding abandoned path, retransmission of the codeword
is invoked. Because retransmission is restricted to a codeword
and determined at the PHY layer, short latency and efficient
retransmission are achieved. Simulation results show that the
proposed scheme reduces the number of retransmitted codewords
by up to 43% compared with the traditional HARQ in IEEE
802.16e orthogonal frequency-division multiple access (OFDMA)
under a Rayleigh faded channel when the 1024-point fast Fourier
transform (FFT) and 64-state quadrature amplitude modulation
(64-QAM) are employed.

Index Terms—Automatic repeat request (ARQ), decoding,
error-correcting codes (ECCs), hybrid automatic repeat request
(HARQ), IEEE 802.16, Long Term Evolution (LTE), orthog-
onal frequency-division multiple access (OFDMA), reliability,
tail-biting convolution codes, Worldwide Interoperability for
Microwave Access (WiMAX).

I. INTRODUCTION

ORWARD error correction (FEC) and automatic repeat

request (ARQ)! are two error-control strategies that have
been widely used in digital communications [1]. The former
approach is implemented at the physical (PHY) layer, and the
approach latter is implemented at the medium access control
(MAC) layer. In a cross-layer design, these approaches can
be combined to establish a hybrid automatic repeat request
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'ARQ is also known as automatic retransmission query.

(HARQ) mechanism. Several advanced communication stan-
dards have adopted HARQ to build a reliable transmission link,
including high-speed downlink/uplink packet access (HSDPA/
HSUPA) [2], IEEE 802.16e orthogonal frequency-division mul-
tiple access (OFDMA) [3], and Third-Generation Partnership
Project (3GPP) Long Term Evolution (LTE) [4].

There are several approaches for designing a HARQ scheme.
In IEEE 802.16e OFDMA, a packet with cyclic redundancy
check (CRC) is divided into several blocks, and each block
is coded using tail-biting convolutional codes (TBCCs) at the
PHY layer of the transmitter.> The receiver decodes every
coded block at the PHY layer and assembles several blocks
into a packet at the MAC layer. The ARQ mechanism decides
whether the packet must be retransmitted according to the result
of the CRC on the packet. If the CRC fails, the packet is incor-
rect and must be retransmitted from the transmitter. Chase com-
bining [5] or incremental redundancy [6], [7] is then employed.
When the receiver receives the retransmitted packet, it merges
the retransmitted packet with the packet that was received in
the previous run block by block and decodes the merged block
at the PHY layer. Because the packet that was received in the
previous run is well utilized, HARQ outperforms ARQ, partic-
ularly under poor communication conditions. However, retrans-
mission is impossible before the CRC result is available. Thus,
the latency of the packet transmission in this mechanism is
long. Moreover, when only a few blocks of the received packet
are incorrect, the retransmission of the entire packet wastes too
much transmission bandwidth. In this paper, we propose a novel
HARQ scheme based not only on the CRC but on the decoding
of TBCCs as well, to shorten the latency in IEEE 802.16e,
where TBCCs have been used to encode the data frame.

TBCC is one of the error-correcting codes (ECCs) used for
FEC. Because TBCC can resolve the code rate loss in convo-
lutional codes (CC) with zero tail, it has been adopted for FEC
in IEEE 802.16e OFDMA and 3GPP LTE. Moreover, TBCCs
are not only used in control packages but in data packages in
IEEE 802.16e OFDMA as well. Several optimal and suboptimal
algorithms have been proposed to decode TBCCs [8]-[12]. In
[11], Wang et al. proposed to cyclicly extend received code-
words by some fixed number of received bits and then decoded
the resulting codewords by the Viterbi algorithm (VA). The
wrap-around Viterbi algorithm (WAVA) [12] decoded received
codewords by VA when they were cyclicly extended several

2If a low-density parity check (LDPC) code is implemented in the PHY layer,
it can perform error detection as traditional CRC does. Hence, determining
packet (frame) validation is not necessarily implemented in the MAC layer.
The proposed scheme is useful only when TBCCs are employed.
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times of original lengths. Its performance is close to the optimal
algorithm, with twice the lengths of the received codewords.

The final state of a TBCC encoder must be identical to its
starting state, and thus, its codeword paths are circular [13].
Consequently, it is not necessary to start decoding from the
first bit of its codeword, because every state could be the
initial state. The starting bit can be determined according to
the reliability of the code bit [14] such that a codeword can
correctly be decoded with a higher probability using VA. This
effort makes every survival path in VA as far away from its
corresponding abandoned path as possible. Conversely, if every
survival path is very close to its corresponding abandoned path,
there is a high probability that the codeword will incorrectly be
decoded [15]. This characteristic can be utilized to determine
when the transmitter needs to resend the codeword. That is,
the HARQ can be codeword (block) based at the PHY layer
without reducing the error-correcting capability. No operation
at the MAC layer is required when the decision to retransmit
has been made in the PHY layer. Therefore, the latency in the
original HARQ scheme can drastically be reduced. The key
contributions of this paper are summarized as follows.

e Improve the TBCC decoding algorithm proposed in [11]
by finding a good starting bit such that only 4.2% of the
extra maximum complexity of WAVA is needed for similar
error performance.

e Generalize the scheme proposed in [15] by relaxing the
comparison between the survival and the abandoned paths
in every path merge, and apply it to TBCCs.

* Propose a hybrid method for error detection such that the
extra bandwidth for the CRC-based HARQ is reduced up
to 43%.

The rest of this paper is organized as follows. Section II
briefly addresses the related work. Section III presents the
proposed scheme. A performance evaluation of the proposed
scheme is given in Section IV. Conclusions are finally drawn,
and future work is outlined in Section V.

II. PREVIOUS WORK
A. TBCC Decoding

Let<'be an (n,1,m) TBCC of L information bits, where n
is the number of output bits per information bit, and m is the
memory order. Hence, the trellis of €'is of L + 1 levels (from
the Oth to the Lth levels) and has 2" states at each level. The
corresponding tail-biting paths for the codewords of <'should
be constrained on the same initial and final states. Define the
received vector as 1 = (roy ™1y« s Tnn—1)-

Wang et al. [11] proposed applying VA to an extended
received vector as
o) Taanl)

Text = (TO;Tla cesTnL—1,7T0,T1, - -

where « > 0. The length of 7., is equal to (1 + a)nL, and the
trellis becomes (1 + )L + 1 levels, from levels 0 to (1 + «) L.
VA is applied to r.;; by equally likely initializing the metrics
of all states at the zeroth level (usually equal to zero). When
the final level is reached, the path with the best metric is traced
back. Because the length of the traced codeword path is (1 +

«) L, only the middle part of the codeword path, with length L,
is decoded as the estimated codeword. Obviously, the algorithm
can only find a suboptimal solution, and its performance is
strongly related to a. A larger « implies a higher complexity
and a lower word error rate (WER) at a fixed signal-to-noise
ratio (SNR).

Because the TBCC codeword path is circular, a decoding
algorithm can start from any level of the received codeword.
Handlery et al. [14] proposed a reliability-based method to
locate the starting level. Denote the binary codeword of €' as
v 2 (v0,V1, -+, Unr—1) € {0,1}"E. Define the bit reliability
of code bit v; as |¢;|, where

6 2 In p(rjlv; = 0) 0
p(rjlv; =1)
The starting level can be calculated by
nl+nw—1
lopt = argmax j;e |51 )

where w is the window size. Obviously, this method can work
with any TBCC decoding algorithm. It has been applied to
different algorithms [10], [14] to the lower WER and/or com-
putational complexity.

B. ECC Decoding With Repeat Request

ECCs can be used not only for FEC but also for error detec-
tion such that a retransmission request can be sent after the re-
ceived vector is decoded. Yamamoto and Itoh modified VA for
decoding zero-tail convolutional codes (ZTCCs) to determine
whether the receiver should make a request for retransmission
from the transmitter [15]. A node at level £ and state s is denoted
as (¢, s), and a branch is represented by (¢ — 1,s") — (£, s),
where ' is a state at level (¢ — 1) such that the branch exists.
For (n,1,m) CCs, including TBCCs and ZTCCs, exactly two
paths merge at node (¢, s). Only the path with the best metric
survives and is used for the remaining process, whereas the
other path is discarded. Each node is marked with a label to
indicate its uncertainty. The uncertainty of a node is determined
by the metric difference between the survival path and the other
going into this node. When all of the nodes at the same level
are uncertain, the decoder at the receiver determines that the
received codeword is unreliable and asks the transmitter for
retransmission.

Then, Harvey et al. [16] improved the Yamamoto—Itoh (YI)
method using packet-combining techniques. A packet is en-
coded as a single ZTCC codeword. If the YI method deter-
mines that the received packet (codeword) is unreliable, the
transmitter must resend the same packet. The newly received
codeword and the unreliably received codeword are combined.
The combined packet, instead of the retransmitted packet alone,
is then decoded. Because the ZTCC codeword is usually long, it
is very possible that only a part of it is unreliable. An algorithm
for detecting unreliable codeword segments was proposed by
Freudenberger et al. [17]. Moreover, the YI method was applied
to a trellis-coded modulation (TCM) system. A TCM-HARQ
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system has been presented and analyzed in [18]. However, this
system does not perform as well as a system that uses CRC
codes for error detection [19], [20].

Because CC is designed for FEC, not for error detection, it is
not surprising that CC has worse error detection capability than
CRC. For example, a CRC with 32 redundant bits (CRC-32)
incorrectly detects an error with a very low probability, around
2732 < 3 x 10719, Thus, it is impossible to replace CRC with
CC for error detection. On the other hand, the error-detecting
capability of CC using the YI method should be well utilized. In
this paper, we proposed a new HARQ scheme that employs the
capability to reduce the retransmission latency and bandwidth.

III. NEW HYBRID AUTOMATIC REPEAT REQUEST SCHEME
A. Analysis of Retransmission Bandwidth

Because TBCCs have no code rate loss, the length of a TBCC
codeword can be short. When only a 1-b error in a codeword is
detected in a codeword base, the codeword must be retransmit-
ted. The retransmission bandwidth for only one codeword is
needed. On the other hand, a packet usually consists of several
TBCC codewords. When one of the codewords has only a 1-b
error, the entire packet must be retransmitted if only CRC
in the packet base is employed for error detection. Hence,
the bandwidth for the retransmission is much higher than the
bandwidth needed for the retransmission of one codeword.

Let k£ be the number of TBCC codewords that comprise a
packet. N,, is the number of transmitted codewords. Assume
that N, codewords among these codewords are in error after
decoding in the PHY layer. Thus, the number of packets is
N, /k, and the WER can be calculated by

Ne

WER = .
Ny

Assuming that Chase combining is applied at the receiver, only
one retransmission is required in almost all cases. Therefore,
assuming that all codeword errors are independent of each
other, if only CRC is used for error detection, the number of
retransmitted codewords can be approximated by

Ny,

RRCA»
k

N.\*
=11= Ny.
(-5
If the YI method is employed for error detection in TBCC

decoding, the number of retransmitted codewords can be ap-
proximated by

~ k
N. -
N! ~ 1<1N> Ny + N,

N, ~ (1 — (1 —WER)").

where NT is the number of retransmitted codewords based on
the result of the YI method, and NV, is the number of received
codewords that is detected to be correct by the YI method but

incorrect by the CRC. That is, Ne erroneous codewords are
missed by the YI method. When N, N, < N,,, we have

Ne
N, ~ <1< N >)Nw_Nek

N! ~ N,k + N,.
Define AN, = N, — Ne as the number of erroneous code-
words received that are detected by the YI method. Therefore, if
AN, - 1
V k

r

then
N, > N_.

That is, if the correct detection rate of the YI method is greater
than 1/k, the bandwidth for the retransmission can be reduced
by jointly using the YI method and the CRC. This criterion can
be used to decide when the YI method should be invoked during
a decoding procedure. A detailed discussion will be presented
in Section IV.

B. Reliability-Based Decoding of TBCC

Define the hard-decision sequence y = (Yo, Y1, -+, YnL—1)
that corresponds to the received vector r = (rg,r,...,
TnL-1) as

A [, ifg; <0
Yi =)0, otherwise

where ¢; is defined in (1). Then, it can be found [21] that the
ML decoding output w = (ug, U1, - - -, Upr—1) for the received
vector 7 satisfies

nL—1 nL—1
> (s oyy)lel < D (v @y5)les 3
=0 =0

for all v €] where “®” is the exclusive-OR operation.

Because VA for a ZTCC starts its decoding from the all-zero
state (0, 0), branches of the trellis of the ZTCC are not merged
until the mth level. On the other hand, VA for a TBCC starts
from all states with the same zero initial metric, i.e., (0, s), s =
0,1,...,2™ — 1, and branches of the trellis of the TBCC are
merged right from the first level. That is, one of two branches,
ie,(l—1,8)— (¢,s)and (¢ —1,8") — (¢, s), is selected as
a survival path at node (¢, s) according to

/ 2041

M (P =mind M (PG ) + 3 (0 @5) 1651,

+
M (P50 + 2 Cheu)
(4)
where Pe( 222 is the survival path from level ¢; to node (62, $2)s

M(-) is the accumulated metric of a path, and [vy, vy, ],
[vy, vy, ] are the code bits that correspond to the two
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Fig. 1. Block diagram of the proposed scheme.

branches, respectively. This early merging of the branches
may cause a high error probability. It is desirable to re-
duce the error probability. Based on (3), we observe that
a larger |¢;| can more explicitly differentiate two differ-
ent bits u; and v;. This condition implies that the window
size w in (2) can be set to m such that (une,,,,Une,,, +1

. ,ungopt+nm,1) can more easily be differentiated from
(Vntopes Unbopet1s -+ s Untop+nm—1)- As a result, the received
vector r is circularly left shifted by n/,,, positions to get r’ =
(Propes Trbopi41s -+ s TrL—1,70sT1, - -+, Tnt,,,~1), and the er-
ror probability caused by the early merging can be reduced by
this setting.

Although the probability of correct decoding using VA is
increased by choosing a better starting position for the received
vector, it is still far away from the ML decoding performance
[9]. The extension method that was proposed by Wang et al.
[11] is adopted to increase the correct probability. That is, 7’
is extended to 7., = (70,71, "o p 1,70 Ths e s Thnr—1)s
where 0 < o < 1, during decoding. VA is applied to r._, by
starting from all states with the initial metric of zero. When
the ((1 4+ «)L + 1)th level, i.e., the final level, is reached, 2™
survival paths are available. The final part, rather than the
middle part [11], of the survival path, i.e., from levels («L) to
((1 4+ «)L), is selected as the TBCC codeword path. Therefore,
the survival path p' L) (+a)l is a tail-biting path if the starting
node of the path is («aL,s). That is, the starting and end
nodes of a tail-biting path have the same state. The survival
tail-biting path with the best metric is traced back, and then,
the decoded bits are the ML solution with high probability.
However, the ML solution is not guaranteed to be correct. In
a harsh environment, the error probability of the ML solution is
high, and retransmission of the codeword is necessary. The YI
method can be applied to determine whether the receiver must
ask the transmitter to again send the codeword.

C. Algorithm

We propose a new HARQ scheme, as illustrated in Fig. 1.
The retransmission request can be sent by either the TBCC
decoding at the PHY layer or the CRC at the MAC layer.
When the retransmitted codeword (or packet) is received, it is
combined with the previously received vector (or packet) ()
by Chase combining, i.e.,

N r+r(p)_<r0+rép) r1+r£p) TrnL— 1+T5112 1)

T 5 g 2

where r(®) £ (r(()p ), E ). 7(1’2 1)- Equivalently, no Chase

combining is performed in a new transmission, i.e., © = 7.

Notably, incremental redundancy, instead of Chase combining,
may be applied.

Based on (4), denote the metrics of two paths that merge at
node (¢, s) as

2041
M =M (Pé%) + ) (v @) |44
j=2¢
A . 20+1
Mo =M (PO(,SE—)l) + D (v @) |6l
=2t

1>

respectively. Without loss of generality, assume that Mé s

My . Thatis, the survival path Po(sé) is Pé v 1plus (£ —1,5") —
(¢, s) Define 7" as a positive threshold. The TBCC decodmg is
executed as follows.

1) Step 1. Upon the reception of 7 = (7, 71,...,7n51)
from the block of the Chase combining in Fig. 1, deter-
mine £, according to (2), with w = m.

2) Step 2. Circularly left shift r by nf,,; positions to get
7= (rnzw,,rnzw,ﬂ, ooy FuL—1,To, ﬁ, . rnen,,, 1),
and extend 7' to 7, = (ro,rl,..., T 1T Ty e e s

T onL_1)> Where 0 < o < 1.

3) Step 3. Decode 7., by starting from all states with the
initial metric of zero.

4) Step 4. Set every node at level O with a label p and ¢ = 1.

5) Step 5. 1f £ > (1 + «)L, go to Step 8. Otherwise, calcu-
late the metric for each node, and process the trellis at
level ¢ according to (4).

6) Step 6. For each node at level /, if the difference between

M(’} 9 and M(/Z,s)’ ie., M(”Z’S) — M(/e,s)’ is larger than T}
and node (¢ — 1, s’) has a label ¢, then node (¢, s) has a
label . Otherwise, node (¢, s) has a label x.

7) Step 7. 1f all of the nodes at level ¢ have label y, stop the
decoding procedure, and ask the transmitter for retrans-
mission. Otherwise, increase ¢ by one, and go to Step 5.

8) Step 8. If there is at least one tail-biting path among

P iayns $=0,1,...,2™ — 1, the tail-biting path
with the smallest metric is traced back. Otherwise, the
path with the smallest metric is traced back. The informa-
tion vector corresponding to the traced path is retained.

9) Step 9. Output information vector z by circularly
right shifting the retained information vector in Step 8

by Eopt b.

Steps 1-3, 8, and 9 are different from the original schemes
[11], [14] in two ways. First, w in (2) is set to be m to reduce
the error probability caused by early branch merging. Second,
the survival path from levels (1 + «)L to «L, rather than the
middle part of the survival path, is traced back. The YI method
is generalized to obtain Steps 3—7. The difference between two
branches is not compared with the threshold until level L + 1.
That is, only the traced-back part of the survival path is checked
to determine whether the same part of any other path is close
to it. Finally, because the input of the TBCC decoding is from
the output of the demodulation, the value of the threshold is
dependent on the modulation/demodulation methods and the
transmission channels.
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Fig. 2. Comparison among the Viterbi algorithm (VA), the wrap-around

Viterbi algorithm (WAVA), and the proposed reliability-based TBCC decoding
method using different aLL for the (2, 1, 6) TBCC when the modulation scheme
is 64-QAM.

IV. PERFORMANCE EVALUATION

We investigate the performance of the proposed scheme
by simulations using IEEE 802.16e OFDMA with 1024 fast
Fourier transform (FFT) points over the six-ray typical urban
channel model with additive white Gaussian noise (AWGN)
from COST 207 [22]. The (2, 1, 6) TBCC of 288 information
bits is employed, and the generator polynomial of the code
is (133, 171). The code rate is 1/2. The soft-decision output
of demodulation is calculated using a simplified log-likelihood
ratio (LLR) [23]. One protocol data unit (PDU) with CRC-32
includes five codewords, i.e., £ = 5. The generating polynomial
of CRC-32 is

224220 4B 42 40 2 g 10 28
+ 2+t a4+ 1.

The number of collected decoding errors is at least 100. At
most, one retransmission request for a codeword is allowed.

In the first set of simulations, 64-state quadrature amplitude
modulation (64-QAM) is adopted because of its high modu-
lation efficiency. All of the thresholds Ty, £ =1,2,...,(1 +
a)L are set to be zero. That is, the YI method is not em-
ployed. The performance of VA, WAVA [12], and the proposed
reliability-based TBCC decoding method using different L
are compared. WAVA may apply VA at most twice. Because
w=m =6 in (2), the 12 consecutive bits with the highest
reliability in the codeword are utilized twice in the cases of
oL = 6,12. Therefore, they perform very similar to WAVA, as
shown in Fig. 2. In addition, the proposed scheme with aLL = 0
outperforms VA over 1 dB at 0.01 WER. This gain comes
from choosing the starting level in (2), i.e., the reliability-based
decoding. In the following simulations, L is set to 12. That is,
only 1 + 12/288 = 1.042 runs of VAs are needed.

Next, we check whether the correct detection rate of the
proposed scheme at the PHY layer can be greater than 1/k,
as discussed in Section III-A. Obviously, the error detection

64-QAM
1 T T
: : : —— E,/N,=13dB
09 ....... S R e 4 .
: : : —A— E,/Ny=15dB
0.8 st /Ny = 17dB |
2 .
c 0.7 -
o :
§ 06 ; _
‘8‘ : :
5 05 ; :
@] : :
S 04 : : :
e : : :
5] . : ;
Sh 5 |
0.2 : : >
0.1 : : ﬁ
0.01 0.02 0.03 0.04 0.05
Threshold
Fig. 3. Relation between the threshold and the correct detection rate of

the proposed scheme in the cases of E},/No = 13,15,and 17 dB when the
modulation scheme is 64-QAM.

rate decreases as threshold 7" and the SNR increase, because
the number of unnecessary retransmissions increases. That is,
the proposed scheme frequently asks for retransmission for a
correctly received codeword in the case of a large 7" and high
SNR. When E},/Ny = 13 dB or 15 dB, the correct detection
rate is greater than 1/5 = 0.2 when T has values of 0.005-0.05,
as illustrated in Fig. 3. On the other hand, when 7" has values
of only 0.045-0.05 and E} /Ny = 17, the correct detection rate
is lower than 0.2. Consequently, the correct detection rate is
higher than 1/k in most cases, and then, the proposed scheme
can outperform the traditional HARQ, i.e., using only CRC for
error detection.

Fig. 4 shows a WER comparison between the proposed
scheme (T > 0) and the traditional HARQ (7" = 0). For fair
comparison, the SNR is normalized as follows:

Normalized E,/No = Ey/No + 101og,o(1 + N, /N,,)

where N,, is the number of retransmitted codewords based on
the retransmission request of the PHY layer, and N,, is the
number of transmitted codewords, as defined in Section III-A.
As shown in Fig. 4, the proposed scheme significantly outper-
forms the traditional HARQ on WER for all 7" simulated. For
example, when 7" = 0.015, the proposed scheme has a 2.3-dB
coding gain over the traditional HARQ at WER = 102, When
T = 0.035, the coding gain is increased to 4 dB.

A larger threshold results in better WER performance. How-
ever, it also requires more bandwidth. Thus, a performance
comparison between the proposed scheme and the traditional
HARQ based on the reduced rate of retransmitted codewords is
also illustrated in Fig. 5. The reduction rate of the retransmitted
codewords at a fixed SNR is calculated by

n/

1 r
ny

where n,. and n!. are the numbers of retransmitted codewords
per codeword using the traditional HARQ and the proposed
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64-QAM

Word Error Rate

12 13 14 15 16 17 18 19
Normalized E,/N,

Fig. 4. WER comparison between the proposed scheme and the traditional
HARQ using only CRC for error detection when the modulation scheme is
64-QAM.

o
o

T R S S S - S
o _ _ _ _ _

0.35
0.3

0.25

i

Reduction Rate of Retransmitted Codewords

0.2
0.15
Z - .
01 -—x— Ep/Ny=13dB ||
— A& - E/Ny=15dB
0.05 1
—8— E,/Ny=17dB
0 i i i i ‘ :
0.005 0.01 0.015 0.02 0.025 0.03 0.035 0.04
Threshold
Fig. 5. Performance comparison between the proposed scheme and the tradi-

tional HARQ using only CRC for error detection when the modulation scheme
is 64-QAM.

scheme, respectively. The optimal threshold 7" for each SNR
is employed in the simulations. Fig. 5 shows that the number
of retransmitted codewords can be reduced by up to 43% when
E,/No =17 dB and T = 0.015. At other operational SNRs,
e.g., By, /Ny = 13,15, the reduction rates are also more than
30%. Hence, the proposed scheme not only outperforms the tra-
ditional scheme in the WER performance but in the bandwidth
efficiency as well. Note that the latency of the HARQ includes
the time for the codeword retransmission and the decoding of
the retransmitted codeword. That is, without considering the
time for the packet processing in the MAC layer, the reduction
in latency is proportional to the reduction in the retransmitted
codewords.

In the second set of simulations, 64-QAM is replaced with
quadrature phase-shift keying (QPSK) for a high-noise envi-
ronment. Figs. 6 and 7 show that similar results are obtained.

Word Error Rate

6 7 8 9 10 11 12 13
Normalized E;, /N,

Fig. 6. 'WER comparison between the proposed scheme and the traditional
HARQ using only CRC for error detection when the modulation scheme is
QPSK.
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Fig. 7. Performance comparison between the proposed scheme and the tradi-
tional HARQ using only CRC for error detection when the modulation scheme
is QPSK.

Hence, the proposed scheme also works very well in low-
efficiency modulation.

V. CONCLUSION

This paper has proposed a new HARQ scheme that includes
the Chase combining/incremental redundancy, reliability-based
decoding of TBCCs, modified YI method, and CRC. Most
retransmission requests are issued based on the decoding of
TBCCs at the PHY layer so that short retransmission latency
is obtained. Moreover, because the codeword, rather than the
PDU, is retransmitted according the PHY-layer request, the re-
transmission bandwidth can be reduced. The proposed scheme
outperforms the traditional HARQ, with a 43% reduction in the
retransmission bandwidth and better WER performance under
IEEE 802.16e OFDMA.
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